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the most important gold mineralization is hikely to be a
result of the same tectonic processes that caused crustal
accretion.

Conclusion

Geochemistry i1s a powerful tool in earth system
science. We need to have the technical capability to
generate high quality geochemical data. Such skill 1s

generally lacking in India today. The development of
this skill is essential for modern research in earth

science.
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The compromise between seeing spatial layout
and making visual discriminations

G. Adrian Horridge

il o . T .

Insect vision, which is simple compared to human vision, provides many clues for the design of
artificial visual-processing mechanisms. Such artificial mechanisms based on insect vision are likely
to have applications in artificial-intelligence systems.

Our fascination with the marvel of human vision and
our lack of information about the real mechanisms are
two major obstacles to be overcome before the
mechanisms of simple low-level visunal discriminations
can be copied into technology. The first obstacle is
avoided by considering the vision available in lower
animals and the second by analysis of behaviour,
electrophysiology and microcircuitry of their natural
visual mechanisms where we can. The appropriate level
of complexity, minimal for making a visual system for
manoeuvring in the three-dimensional world, is that of
a generalized insect, which conveniently indicates one
practical compromise between complexity, performance
and ease of understanding. Unlike human vision, which
relies extensively on a kuge memory and rapid learning,
insect visual mechanisms are relatively simple in that
they certainly see the outside world very well but there
is little analysis of two-dimensional pattern, and objects
are not categorized into classes.

A camera, or a video camera attached to a television
screen, can only transfer the image from one place to
another. Vision is quite different in that it involves
discnmination of certain features of the image followed
by decision and action. A visual system must therefore
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be designed with reference to what features of the
outside world are adequate cues, and what actions will
follow. The design must be directed at abstracting some
cues from the image, and for economy it need do no
more. A good example is the automatically opening
door (Figure 1,c) which detects the arrival of a shadow
and opens the door for a short time. For low-level
vision, there 1s no need to copy human vision or
reconstruct the spatial relationships of every detail in
the outside world.

We have little vision technology at this intermediate
level. Examples are surveillance equipment that set off
an alarm if an intruder enters the field of view in an
otherwise stationary scene, the guidance of a heat-
secking missile by infrared radiation, the automatic
landing equipment on aircraft that use radar waves, and
the range-linder on some automatic cameras that uses
sonar (Figure 1). All these simple kinds of eyes share the
common features of eyes, namely sampling in angular
space and use of some part of the total visual
information.

The eye operates by having many receptors that look
in different directions at the same time (Figure 2), so
that information is transmitted into the eye in many
channels in parallel. The video camera works quite
differently, in that it scans the image one pixel at a time
and transfers the raster pattern into a long time series,
which can regenerate the picture on a TV screen by
replay of the raster to bring together the picture. We
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Figure 1. Artificial seeing systems with a restricted visual task and

an outpu! control but no discrimination of patterns. a, Heat-
seeking missile operating on infrared and using the angle of error to
control turning. b, Automatic landing gear operating with radar to
measure the approach to the runway and control rate of loss of
height. ¢, Automatically opening door using a shadow to detect an
approaching person. d, Automatic focusing device with a photo-
voltaic cell that adjusts focus until the level of contrast is a maximum.

have no good hardware technology yet for copying the
true parallel processing of a retina with numerous
receptors (pixels), because the receptors have to be so
small and numerous. Like the silver grains in
photographic film, or rods and cones in eyes, the
receptors should be about one micron in diameter to
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Figure 2. Whether the eye is (a) a lens eye or (b) an insect compound
eye, receplors with adjacent axes are correlated for detecuon of

motion, which is no more than a shift of contrast from one receptor
1o the next.
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make full use of the spatial resolution allowed by the
wavelength of light. A detailed sampling of a region of
the outside world requires about 1000 x 1000 pixels,
with at least 2° levels of intensity each, at a refresh rate
of say 60 Hz, giving 3x10% bits per sec. This high
information rate requires a fast computer and very soon
fills a large memory just to record the picture.

Another major problem is that the features of the
visual scene have to be detected as combinations of
excited pixels and they may occur in every possible
spatial layout. The number of possible combinations of
differently stimulated pixels for all possible pictures
rapidly gets out of hand as soon as we try to analyse
the image to act upon some feature that is ‘seen’ in it.
Insect vision avoids this immensely time-consuming
task, partly by distributing it on every visual axis and
partly by the subtle use of non-spatial cues. There s, for
example, no evidence that insects see leaves as separate
shapes or leaves joined on twigs or twigs on branches,
as we do. Coloured flowers are certainly seen as colours
by bees but perhaps not as flower shapes.

Insect vision

We would ke to make an artificial visual processing
system that reads the local spatial and temporal
features into a computer code so that any desired
fraction of the features can subsequently be used as
cues, avoiding the combinatorial labour of reconstructing
the visual world as a map of ‘objects’. One way out of
this difficulty is by simple steps towards a limited goal,
copying low-level natural vision, such as that in insects,
in which substantial useful analysis of visual mecha-
nisms in action i1s possible.

Insects see nothing when their eye stands still in a
stationary world. Their visual neurons are inactive
unless there s relative movement. Insects 1n motion see
very well, and they can measure the range and direction
of nearby contrasting edges of objects. As insects do
not have binocular vision (with a few exceptions), lens
accommodation, disparity or eye-convergence mecha-
nisms, they can measure range only by their own
motion (Figure 3). As the eye moves, contrasts that are
nearer appear to move further and faster than objects
that are further away. Many insects dehiberately scan in
order to get information about range from the
predetermined motion of the eye. We have shown that
bees can mecasure the velocity and therefore the range of
moving contrasts relative to the eye, irrespective of the
pattern! 73, and that bees see another effect of their own
motion, namely the passage of near objects in front of
contrasts that are far away, causing a local discontinuity
in the flow ficld*. Sometimes called parallax, perception
of this motion across the background is & sure way of
becoming aware of an object as both near and distingt,
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Figure 3. Range {nc) 1s inversely proportional to the angular velocity
induced on the eye by (&) forward motion or (&) lateral scanming,

without being able to categorize or say any more about
its form, texture, shading or identity.

Vision, at this level of complexity, thus involves
detecting contrasts in motiocn and measuring some
simple features of them, such as the direction of motion,
polarity of edge, and (hopefully} their velocity, together
perhaps with other features such as the gradient of an
edge and the magnitude of the contrast, which would
enable discrimination of one contrast from another and
learning its features for future recognition. Bees, which
learn to come to targets to collect honey, use their eyes
in motion for simple tasks of this kind, but thetr ability
to discriminate patterns is rather limited”.

The next problem presented by the visual world is
the enormous range of light intensity in which vision 1s
performed, from bright sunlight at 10'* effective
photons per cm? per sec down to moonlight at about
107 effective photons per cm? per sec. This is a range of
at least 107. Natura) visual systems cope with this wide
intensity range in three ways: they adapt, i.e. they cut
down receptor and neuron sensitivity at high average
intensity; they sum over larger fields at low intensity;
and they look at changes in intensity, ignoring absolute
intensity. These mechanisms have the effect of shifting
the working range of the second-order neurons to
correspond with the best positive or negative signal®.

At this level in the insect eye, just behind the retina,
there is also a high synaptic gain, and the second-ordet
neurons (Figure 4,d&e) give a rapidly adapting
response in one direction to a local increase in intensity
and in the other direction to decrease in intensity.
These signals are effectively the temporal derivatives of
those at the receptors and they retain the full spatial

resolution of the receptor array.
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Figure 4. Summary of retina-lamina-medulla relations in the insect
optic lobe. a, Light is absorbed in the rhabdom which acts as a
coloured hight guide in each ommatidium. &, Single ommatidism n
transverse section, with six retinula cells. ¢ The microvilli, which
contain the visual pigment. d, Optic lobe in longitudipal section
showing the successive stages of neural processing. e, The responses
to hight 1n (1) the receptors and (2} second-order lamina cells which
produce the postsynaptic temporal derivative.

Artificial visual-processing system

To copy this mechanism in our model, we take the
responses of a horizontal line of say 100 pixels {Figure
5), then we subtract from each the new response when
the eye has moved 1n a horizontal direction to a new
position, and repeat this, to get successive rows of
intensity differences as the row of pixels is moved along.
We now have a measure of temporal contrast at each
pixel as the line of pixels moves along the scene parallel
to its own length. Copying the high gain, which rapidly
reaches saturation in the natural system, we take a
threshold positive or negative temporal contrast at an
arbitrary low level of near-1%. This value 1s near the
natural lower threshold for contrast in insects and also
suits the noise level in our optoelectrical equipment.
With the line of pixels plotted horizontally on a
diagram, and the successive one-dimensional scans
plotted downwards, we now have a spatiotemporal
map of temporal contrast in three states, namely
increasing contrast, decreasing contrast, and no obser-
vable change (Figure 5,b). Having only two states
would make a visual system that is too simple for the
required performance; having more than three states
improves the discrimination of intensity changes,
gradients and shading, but adds no new principies for
understanding vision, while causing a large increase in
the number of possible combinations in subsequent
processing.

Such a ‘primitive eye’ consisting of one line of pixels
can scan along its own linear direction and generate a
spatiotemporal map of thresholded temporal contrast
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Figure 8. The processing of the spatiotemporal map by the
templates. &, The sloping shaded areas represent contrasts seen at
different ranges by an eye moving forward. b, The same with three
thresholded states of temporal contrast as follows: P, increasing
contrast; @, decreasing contrast; blank, no temporal contrast. ¢ The
same with the responses of six lemplates shown in Figure 7. For
further explanation, see Figure 6.

(Figure 5,b). Vertical lines on this map represent
contrasts that are changing in intensity but are very far
away, and sloping lines represent contrasts that move
as a result of the scanning, and the slope is 2 measure of
range. At this stage we remember that the motion
induced by rotation of the eye must later be eliminated
by a spectal process.

Next, we consider all possible spatiotemporal interac-
tions between inputs from each pair of adjacent visual
axes at each pair of successive instants, to begin the
search for correlations at the resolution of the retina.
First we write out all possible spatial pairs of three
states, for one instant, namely: (--), (}-) (1), (U1, ¢-1),
(11), (1-), (11} and (-]), where 1= increasing contrast,
1 =decreasing contrast, and -=no temporal contrast.
For every spatially adjacent pair of inputs along the
line of motion, one of these combinations must exist.

Then for successive instants we can make all possible
2 % 2 spatiotemporal templates [rom these nine, making
81 templates (Figure 6). One of these combinations
must turn up at cach instant at every visual axis along
the hine of motion, so all the resolved image is coded as
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Figure 6. The 9x9 table of contrast templates. The template
symbols are: -, no change; |, decreasing temporal contrasy; 1.
increasing temporal contrast. Directionally sensitive templates are
always those with 3:1 symmetry about a diagonal. Meaning of
symbols: —, motion to the right; «, motion to the left: B, dark
follows light an direction of motion; V, templates that indicate velocity
by their ratios. Many of the templates rarely responded to natural
scenes. Templates useful for colour vision are those with little
temporal contast.

spatiotemporal correlations”. The fully determinate
relation between template responses and the spatio-
temporal map of moving contrasts is shown in Figure
7. A possible location for the templates is to have one
set in each column of the optic medulla (Figure 4,d).

Parallel processing

A single template response alone i1s not particularly
informative, and templates do not necessarily represent
unique features of the outside world, but together they
make up the whole picture. This dependence of
templates upon each other mimics neurons which have
evolved together and is an essential feature of a parallel-
processing mechanism. Templates 1n parallel can be
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Figure 7. The conversion of the map of thresholded contrasts to s
map of template responses The six templates wsed in Figure § are
shown with a sample of their locations on the spatotemporul map.
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much simpler than (say) zero-crossing edge detectors,
which are individually more informative but require
more computation and do not make use of component
interdependence. Because each template gives a yes/no
answer and all pixels are in parallel, the mechanism has
no numerical calculations and would operate much
faster than the scanning system or the rate of collection
of photons by the receptors, especially if everything up
to this stage could be built in hardware.

It 1s clear that the resolution of the retina is fully
used and that form or structure on a larger scale is
represented by the groups and combinations of
template responses in the spatiotemporal diagram
(Figure 5,¢). The polanty of edges, the direction of their
motion, and the amounts of temporal and spatial
contrast are immediately obvious from the templates
that respond. Insects see these features very well, but
they also measure range® and discriminate simple
form®. But what is the artificial processing mechanism
designed to see?

Always ready to cut down the number of template
types, we now see what clues the visual scene holds to
make possible the discriminations. They we need
employ only templates for the task in hand. For
example, at a very simple level, there are two ways to
measure the velocity or range of a contrast. By the first
method’, we construct elongated fields for directional
templates that lie along different slopes in the
spatiotemporal map. These templates are like neurons
looking for particular velocities in the patterns of any
pnmary templates, and illustrate that velocity or range
is just another aspect of spatiotemporal form as seen by
this mechanism.

Taking ratios

The second method of measunng velocity 1s to take the
ratios of the total number of symbol pairs indicating
temporal contrast, e.g. (/1) (-/]) (l/-), and divide by the
total number of pairs indicating spatial contrast, (11)
(-]) and ({-) in the same medium-sized spatiotemporal
region. 1his calculation is similar to the famihar
gradient algonthm for angular velocity at an artifical
seeing system®, in which {Al/A1)/(AI/AB) = AG/At,
where I is intensity, t time, and 8 the angle on the eye.
This operation suggests that taking ratios is a way of
measuring many other qualities of the features
independently of their number or intensity (Figure 8).
Bees and some other animals can discriminate a wide
range of colours although they possess only three or
four visual pigments with broad overlapping absorption
spectra in separate photoreceptor types (Figure 8,a).
The photoreceptors count photons captured by each
receptor type and the mechanism is well represented by
a colour triangle (Figure 8,b) or tetrahedron, each
corner of which has a receptor type. Each region within
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Figure 8. The principle of taking ratios to discmminate colour or
edge features independently of the intensity or frequency of
presentation. Counts of photons mn three types of photoreceptors (a)
can be represented as regions within a colour triangle (4). Similarly
counts of different template responses to moving contrasts (sed Figure
6 for explanation) from the spatiotemporal map {¢) can be represented
as regions within an n-dimensional hedron (d).

the diagram represents a different ratio of the colour
mixture (with white somewhere in the middle, for man).
We divide the colour space into regions called colours
and give them separate output lines (Figure 8,b).
Because ratios are involved, colours can be discrimi-
nated or recognized independent of intensity, shape or
frequency of presentation.

We can put, instead of colours, our thresholded
symbols or spatiotemporal templates (Figure 8,¢) at the
corners of a triangle, tetrahedron (Figure 8,d} or
multidimensional hedron and identify regions in form
space by the same mechanism that we know can be
done in colour vision, whatever the synaptic mechanism
may be in real nervous systems. By taking ratios,
therefore, we can measure many attributes of regions of
the visual world without actually seeing form in spatial
layout, 1.e. without a spatial representation at the full
motion resolution of the retina. The spatiotemporal
resolution of these discriminations depends on the size
of the fields over which the ratios are counted. Our
knowledge of insect visual behaviour suggests that this
could be all they discriminate. Such a system would be
sufficient for classification of contrast groupings, and
could be copied into artificial seeing systems. This new
technology would be useful for mobile vehicles, aids for
the blind, and detecting errors in quality control and
dirt or abnormal textures in manufacturing, but it
would have poor resolution for ‘reconstructing the
picture’ for categorizing objects such as dogs, chairs or
written words.
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In this mechanism based on ratios of numbers of
responses of particular templates with overlapping
sensitivitics, the Individual responses are of little
account. The ficld over which the ratio is taken cannot
cover too many pixels or else the spatial resolution is
lost, nor too few or the sensitivity i1s sacnficed.
Stmilarly the time over which the ratio is measured
cannot be too long, or temporal resolution and fast-
moving objects are ‘blurred’, nor too short or sensitivity
i1s lost. This compromise in the spatiotemporal ficld size
means that discriminations involving ratios take longer
to perform, and have lower spatial and temporal
resolution than those involving only the type of
template, such as direction of motion, polarity of edge
or temporal or spatial frequency. In fact, in the bee, this
prediction has been confirmed in a few respects that
have been tested®. It is known that bee discriminations
that involve many edges simultaneously are less
accurate than those when simpler patterns are presented®.

[nsects have colour vision as well as motion-contrast
vision; and the Jatter is colour-blind® ~!!, Colour vision
requires a stable region in the colour triangle and must
therefore be processed in that part of the image where
temporal change i1s not rapid as the eye scans across it.
This may be one reason why insects fixate, and why
many flowers stand still, with large petals with flat,
umform colours, not zebra patterns, because they
briefly hold the colour steady.

Evolution of early visual processing

Natural visual systems must have evolved many times
in different animal groups, implying that the mecha-
nisms of evolution of visual processing must be
relatively straightforward. Let us consider how this
process occurs. We remember that the spatially
adjacent pairs of inputs and the temporally successive
states at each pixel are the mintmum combinations that
retain the retina’s full resolution for contrast in space
and 1 time. Subsequent logical processing mechanisms
can operate on these 81 combinations which contain all
of the available information after thresholding to three
states. In practice, however, only about half of the
templates turn out o respond to natural moving scenes.

As growing neurons come together in the peripheral
layers of a visual system, they must form combinations
of excitatory and inhibitory impulses with convergence
of neighbours and some persistence of transmitters.
Therefore one or another of the 81 possible basic
templates is likely to be formed, at first accidentally.
Some of these convergences would be selected on
Darwinian principles, and, if growth conditions are
uniform, a regularly repeated array would form, Even a
random convergence into adjacent pairs would produce
some templates, and with only 81 possibilities there is
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better than 1% chance that any particular destred
template would turn up. We can see that evolution
towards a collection of useful templates can proceed
relatively rapidly if the templates are simple, and the
performance can be progressively improved by the
addition of further templates. The resulting model
circutt (Figure 9) looks something like a real nervous
system, operating with ensembles of units in parallel.
This early evolution is much less likely with more
complicated templates because the number of possible
combinations rises rapidly as the number of states
raised to the power (number of members that combine).
A 2x3Xx3 two-dimensional template with three states
(Figure 10,b) has 3'® possible combinations to be

Figure 9. Ensemble processing by an array in the insect visual
system. The inputs 1,2,3 are the lamina monopolar cells (LMC)
carrying temporal contrast at the resolution of the retina. In e¢ach
column these diverge to a number of types of intrinsic neurons a, b, ¢,
etc., which abstract aspects of temporal contrast in various spatio-
temporal combinations (templates). Templates of a given type then
converge upon wide-field collector neurons {WF), and yet othet
neurons (R) take particular ratios locally from selected groups of

templates.

Figure 10, Constructing templates for two dimensions in space.
Corners that move in predictable ways generate patterns of tntensty
change. A 2x2x 2 template (#} 15 1mutficrent for discnmination of
corner om an edge, and 2 x 3 x 3 (emplutes (¥ snd ¢) offer oo many
possihle combunations,
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sorted out by natural selection, and a large number of
combinations slows up the sorting process during

normal functioning. With this number, both evolution
of templates and visual processing would be impossibie.

A two~dimensional system

The criticism that the model presented operates only in
one dimension can be met by two arguments. First,
even the simplest two-dimensional template with three
states (Figure 10,a) on each pixel has 3% combinations,
which seems a lot from which to evolve specificity of
any one combination. Such templates are also rather
unspecific when applied to natural scenes unless they
are used for only certain directions of motion across the
scene, in which case they may as well be one-
dimensional. Secondly, vision depends on motion, and
at any one time and location on the retina the motion
raust be in one dimension, with components in the
horizontal and vertical planes. Therefore vision can
remain one-dimensional in the horizontal plane with
the addition of some one-dimensional vision 1n the
vertical plane so that the directional vectors of local
motion can be found if the output requires it. This is
what we find in insects, where vision appears to be one-
dimensional 1n the horizontal and vertical planes, but
the two axes appear not tp be combined to form two-
dimensional detailed pictures in space. Bees can
discrnimnate the inclination of edges on a vertical target
(relative to the direction of gravity), perhaps by a ratio,
but the unit motion detectors 1n the two planes do not
appear to be combined to form two-dimensional
pictures in space. The known examples in which insects
discriminate between forms In two dimensions can
apparently all be explained by one-dimensional vision
along the line of motion in vertical and horizontal
planes separately. The problem 1s not how pattern
analysis in general can be performed, but how simple
the minimum cues with which bees perform the
observed discriminations can be.

To end this discussion of evolution and dimensiona-
lity, we might conclude that vision evolved as one-
dimensional because the templates had to be simple,
and therefore the eye had to nod, scan or move during
locomotion. We could equally well conclude that
locomotion in the horizontal plane came first and
therefore the eye evoived one-dimensional vision in the
horizontal plane, adding the vertical later. Either way, a
complex visual processing system can be evolved 1n
small steps behind an eye that has already progressively
evolved many small photoreceptors in the pursuit of
resolution of spatial contrast. The templates depend
upon group action because they evolve together, and
the ratio mechanisms allow discriminations irrespective
of intensity or frequency of presentation.
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Conclusion

Basically, receptors see changes in intensity; second-
order neurons see positive or negative temporal
contrasts. In the front-end processing mechanism, we
need lateral and temporal correlations, so in the model
we specify all possible spatial and temporal thresholded
contrast pairs and count how many of these templates
actually respond in local areas of a moving scene.
Vision always involves a convolution of the fields of the
seeing units (neurons in real systems) with the visual
scene, not of the pattern of contrasts with itself, The
quantized thresholded templates reduce this convolu-
tion to a yes/mo response in many parallel labelled
pathways. Finailly, ensembles of units, each of which
means httle in 1solation, depend upon each other’s
activity at every level right through the system to the
final task-oriented response.

Many aspects of science are touched upon in the
study of vision, and conversely a good model of vision
15 one that draws upon many different principles and
explains the known properties of visual systems in a
simple, comprehensive way. Vision has evolved separa-
tely in lower animals such as marine worms, insects,
octopus, spiders and fish. Mechanistic models for these
varied visual systems are still lacking for want of
experimental data on how they work. The existence of
many kinds of vision, adapted for different visual
worlds and different visual behaviours, suggests that we
shall find new mechanisms of natural viston that might
be useful for ‘simple’ robots that perform visual tasks,
even if we cannot yet copy man’s visual system, which
categorizes objects before it presents them to our
consciousness.

Vision in man can be described as a continual
hallucination derived from memory which is ‘topped
up’ by the wandering fovea. By this means we can
explain visions in dreams, visual illusions, filling in at
the blind spot, failures to notice errors, size constancy,
colour constancy, sharpness of edges in motion, and
categorization, preceding consciousness, however, as in
rapid reading. Even with existing supercomputers it is
at present not possible to construct a general-purpose
artificial seeing system with anything like this marvellous
performance.
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Place: Bombay, India

Topics include: Materials science—Structural analysis, structures/pro-
perties/interrelationships/interfaces, heat-treating/surface engineenng;
Maternals— Metals-alloys-intermetallics, ceramics, polymers, advan-
ced composites, engineered/electronics/transportation/energy-systems/
biomaterials/superconductors; Processing and process control— Raw
materials, near-net shape manufacturing, DAD/CAM/intelligent
processing, monitoring and control, joimmg of maternals, thermal
spray/coatings, characterization/testing/reliability/qualty. There will
be two technical sessions on ‘Emerging materials technologies’ and
‘Wear-resistan! materials’,

Contact: Prof. P. Ramakrishnan
Convener, ICAMPS 92
Department ol Metallurgical Engineering
Indian Institute of Technology
Bombay 400 076, Ind:a
Phones: (21) 022 4077543, 4050943, 5783579, 5782545
Telex: (91) 118 71385 1ITB IN
Fax: (91) 22 $783480

International Measurement Confederation (IMEKO)—I141h Sym-
posivm on Photonic Measurements

Date: 1-3 June 1992
Place: Sopron, Hungary

Topics include: Techniques of photonic measurements (radiometry,
photometry, colorimetry), characterization of photodetectors with
emphasis on multidemensional and fibre optic sensors, Application of
photonic measurements in biology and medical investigations,
photonic techniques in environmental control (water/air pollution
studies); robotics vision; and physics and properties of photo-
detectors.

Contact: Dr J. Schanda
Chairman of IMEKO TC 2
A 1030 Vienna, Kegelgasse 27
Austria
Tel: (43) } 753 187
Telex: (43} 111 15] cie a
Fax; (43) 713 0838
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International Symposium oa Environmental Seasing

Date: 22-26 June 1992
Place: Berlin, Germany

The symposium includes separate sessions om: Lidar for remote
sensing; Optical methods in atmospheric chemistry; Monitoring toxic
chemicals and biomarkers; Industrial, municipal, and medical waste
incineration diagnostics and control; Industnal, municipal, and
medical waste incineration, and also short courses on the following
topics—Trace environmental gas analysis; Lidar for environmental
monitoring: Distributed optical fibre sensing; Fibre opuc chemical
and hiochemical sensors for environmental monitoring; Spectroscopic
techniques for monstoring toxic chemicals; problems, standards, and
regulations in environmental monitoring,

Contact: International Symposium on Environmental Sensing
EUROPTO
c/o Direct Communications, Xantener Strasse 22
D-1000 Berlin 15, Germany
Telephone: (49} 30 883 95 07
Fax: {49) 30 882 20 28

Workshop on Statistical Methods for Ecologists

Date: December 1991
Place: Pune

Lectures on topics including {(a) exploratory data analysis, (b)
sampling theory, (c} population growth models, {d) diversity indices,
{e) time series analysis, () survival analysis, {g) regression analysis, etc,
On hand computer tramning, including use of various statistical
packages.

Contact: Dr A. V. Kharshikar
Department of Statistics
University of Poona

Pune 411 007
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Fluid dynamics is of great importance in science and
engineering. The entire dynamics, in all its complexity, is
described by the Navier—Stokes equation, which is a set
of coupled, nonlinear partial differential equations. They
are extremely difficult to integrate, both analytically and
numerically. Digital computing machines have been
instrumental in numerically solving difficult problems of
realistic flows around bodies of practical interest. A
three-dimensional time-marching Euler code, which is a
simplification of the Navier~Stokes equation, for flow
around the forebody of an aircraft fusclage has been
carried out on ANURAG's parallel computer PACE-8.
We describe the parallelization of the problem, report
results for varying numbers of grid points as well as
different domain decompositions, and analyse and
compare the theoretical and experimental speed-ups.

N recent years, numerncal analysis of fluid fiow around
an aircraft has become a very important subject of
study. It involves suitable integration schemes for
partial differential equations, specialized time/space
marching codes for transonic/supersonic regimes, grd
generation, etc, and is called computational f{luid
dynamics (CFD). A typical CFD problem for an
aircraft would involve about one million grid points
with 2540 vanables at each point. Since about 1000
iterations are required for stable solutions, solving the
problem in 2-3 hours requires a computing rate of over
a hundred million floating-point operations pcr second
(MFLOPS). Use of CFD in aircraft design s rapidly
gaining importance because 1t is both faster and more
economical than the conventional wind-tunnel studies.
For many years, advanced problems in CFD could
only be studied using supercomputers in the Cray class.
The advent of parallel computers offers an alternative
and a more cost-effective approach. In fact CFD 1s the
driving force behind many projects on parallel
computers! 73, The parallel-computer project PACE in
progress at ANURAG (which also has a similar origin)
has been described in an earlier publication®. Here we
describe a study of airflow around a standard fuselage,
carricd out on our ¢ight-node parallel machine PACE-8
by numerically solving the appropniate Euler equations.
We first describe the sequential algorithm based on the
three-dimensional Euler equation. This 1s followed by
discussions of the parallelization, domain decomposi-
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tion, and the theoretical speed-up. The times taken for
solving the Euler equation for different numbers of grid
points and different domain decompositions are also
presented.

Sequential algorithm

The Euler equation is a simplification of the Navier—
Stokes equation where viscous effects are 1gnored. We
have studied the flow around the forebody of an
atrcraft fuselage (Figure 1), which 1s symmetric about
the vertical plane. This particular shape is a standard
one prescribed by the US National Aeronautics and
Space Admunistration (NASA)’, for which experimental
results have been obtained by wind-tunnel tests.

The boundary conditions are set up as {ollows (see
Figure 2):

(1) The Euler equation is initially solved for a small
region around the tip (ABB’) of the forebody assuming
the tip to be a cyhndrical cone. This cone solution
along BD (B'D’) and free-stream values along DEFB

a
b
:'
i
]
] -
-+ - = FI
H 4] .
Figure 1. Forebody of the aircraft fuseluge obtained {from NASA

Technical Memorandum 80062 (ref” 5). (a), Front view; (b), side view.
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Figure 2. The domain of decomposition BCDEF (B'C'D'E’'F’)
above (below) the forebody. The section 1s in the r, x plane intersecting
the body at =0° and ¥ =180°. ACS, AC'S’ are the shock {ronts.

(D'E'F'B’) are now taken as boundary conditions for
solving the Euler equation in the domain BCDEF
(B'C'D’'E'F').

(ii) Free-stream conditions are assigned initially at all
other points within the domain of computation.

(ni) For subsequent iterations, free-stream conditions
are imposed on CD (C'D’) and DE (D’E’), and BC
(B'C’) 1s maintained at the imitial boundary condition.

The 1teration scheme used s the MacCormack’s
predictor—corrector method. The predictor step uses
forward difference while the corrector step uses
backward difference. For the outflow boundary (EF
and E'F’), iterations are carried out using the values at
two adjacent grid points inside the domain of
integration. The momentum principle is used to carry
out iterations on the surface of the body. Schuman
filtering is used to damp oscillations in the field
variables across the shock region after every iteration.

Parallelization of Euler code on PACE-8

To integrate a partial differential equation defined over
some spatial domain D, the most natural scheme of
parallelization 13 to decompose the domain D into as
many regions as the number of processors such that
each processor solves the partial differential equation
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for a particular subdomain. (This is in the spirit of
SIMD machines.) The values of the ficld variables at
the gnd points on the boundaries between adjacent
subdomains are communicated between adjacent pro-
cessors for carrying out the iterations at points on the
boundaries. In the present case, the domain decompo-
sition 1s done along x and s directions (see Figure 1).

A detailed view of how to program in PACE-8's
parallel environment may be found in ref. 6. Basically
the entire code is split into two parts, of which the
computation-intensive part is in the node program. The
other part, namely the front-end-processor (FEP) part
of the program, deals with downloading the initial
parameters onto the nodes, finding the global minimal
incremental time step for the current iteration, and
global maximal residue for each iteration. It also
collects the final solutions for the subdomains from
cach of the nodes after a specified number of iterations
are carried out or when a spectfied accuracy is reached.

The parallelized program is generic in the sense that
any kind of domain decomposition can be incorporated
by setting parameters P; (number of processors along
i=x,r ) As anillustration, if the grid size is chosen as
m-n-q (along x, r, Y respectively), then, setting P,=a,
P,=1 and P,=b gives m/a-n-q/b points for each
subdomain. (If P is the total number of processors, then
it is obvious that a-b=P. For PACE-8, P=28).

The FEP program reads the number of divisions
along x, r and ¢ directions, and finds the subdomain
sizes for each node using the topology information a
and b and sends them to each of the nodes, along with
other necessary input parameters. Appropriate geome-
try information of each of the subdomains is also sent
to the respective nodes. The nodes that have the first
plane along the x-direction receive the boundary
conditions from the FEP.

Each node assigns free-stream values to all the grid
points as an initial solution and appropriate boundary
conditions to its boundaries before beginning the
iteration cycle. In the iteration c¢ycle, the local
incremental time step 1s found out by all the nodes and
sent to the FEP to find the global minimal incremental
time step for the current iteration. In each iteration the
fluxes on the boundarics between adjacent subdomains
are communicated between the nodes for the predictor
and the corrector steps. Similarly, to carry out the
iterations on the surface of the body and to carry out
filtering, the field variables and switches along x
and y directions are communicated. The squares of
differences in pressure at current and previous iterations
are determined locally and sent to the FEP by all
nodes. The FEP finds the root-mcan-square {RMS)
residue of the pressure.

For a parallel computing system consisting of P
nrocessors the speed-up § 15 obtained using the genenc
formula’
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