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Many aspects of earthquake mechanics remain an
enigma at the beginning of the twenty-first century.
One potential bright spot is the realization that simple
calculations of stress changes may explain some earth-
quake interactions, just as previous and ongoing studies
of stress changes have begun to explain human-
induced seismicity. This paper, which is an update of
Harris', reviews many published works and presents a
compilation of quantitative earthquake-interaction
studies from a stress change perspective. This synthe-
sis supplies some clues about certain aspects of earth-
quake mechanics. It also demonstrates that much work
remains to be done before we have a complete story of
how earthquakes work.

Introduction

LARGE earthquakes nucleate, propagate, and terminate.
That much we do know. But what about the physics of
why, when, and where these actions occur? The complete
picture of earthquake-mechanics remains unresolved. To
help solve at least part of the complex puzzle sooner
rather than later, I have focused here on the role of stress
changes in earthquake mechanics. In this paper I tackle
the topics of earthquake promotion, or triggering, and
earthquake delay, or deferment, due to earthquake-
generated changes in stress. Among the questions that 1
attempt to answer: Can we understand and adequately
model the mechanics of local inter-earthquake and intra-
earthquake triggering and prevention? Do earthquake-
induced static or dynamic stress changes trigger subsequent
earthquakes? Is there a triggering threshold? Can stress
shadow (regions where faults are relaxed) calculations be
used to estimate where and when future earthquakes will
not occur? With this paper I delve into some earthquake-
interaction topics that have drawn special attention. I pri-
marily concentrate on research that has performed quanti-
tative estimates of earthquake-generated stress changes
and applied these calculations to the study of earthquake
interactions. For a review of earthquake triggering by
man-made and other natural mechanisms, the reader is
referred to McGarr and Simpson®.
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Background

Although human-induced earthquakes, through activities
such as fluid injection and withdrawal, mining, and hydro-
carbon recovery have been recognized for decades™ the
impact of interactions between natural earthquakes has
not been as well understood. Pioneering papers*” pre-
sented calculations of mainshock static stress changes
affecting subsequent earthquake locations, but these pre-
liminary determinations were not formally adopted by the
scientific community for use in earthquake hazard assess-
ment. Part of the reason may have been that the static
stress changes discussed were thought to be small, of the
order of 0.1 MPa (1 bar), a value that is just a fraction of
the stress-drop during an earthquake. Also, the original
results were predominantly qualitative in nature and hard
to judge quantitatively. In the subsequent 15 to 20 years, a
large body of additional research has been added to the
original work.

There is now an internationally-distributed data set of
static stress changes, generated by large earthquakes,
influencing the timing and location of subsequent ‘natu-
ral’ earthquakes* ®®. Many of the authors have used cal-
culations of a Coulomb stress increment (Figure 1)
calculated from an elastic-dislocation model of the main-
shock® " and have examined the geographical pattern of
subsequent earthquakes relative to the pattern of change
in Coulomb failure stress. Almost all of these studies pro-
fess finding a positive correlation between the number (or
rate) of aftershocks, or the occurrence of subsequent
mainshocks, and regions of calculated stress increase.
Many of the studies also show a deficiency (or rate
decrease) of aftershocks, or subsequent mainshocks, in
regions of calculated stress decrease.

Landers earthquake

Perhaps the most publicized calculations of static stress
changes were made following the 1992 M 7.3 Landers
earthquake in southern California***>*’. This large earth-
quake occurred near the populous San Bernardino region
of the San Andreas fault. Soon after the earthquake’s
location and mechanism were determined, it became
apparent that the estimated static stress effect of the
Landers earthquake was to reduce the normal stress on
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part of the San Andreas fault. Calculations made shortly
after the Landers earthquake estimated that Landers had
hastened the next large earthquake on the San Andreas
fault by about 1 to 2 decades®*”?’, if its nucleation point
were to fall in the area of reduced normal stress. Unfortu-
nately the timing of the next large San Andreas fault
earthquake could not be assigned an absolute value since
no one knew precisely when the next San Andreas earth-
quake was due to occur, or where it might nucleate, even
without the normal stress change. In the meantime, after-
slip along the Banning fault, that lies in close proximity to
the San Andreas, has been inferred72, and the San Andreas
fault has, as of December 1999, not yet slipped in the next
large or great earthquake.

I now address a range of failure criteria that have been
used to model earthquake interactions, both in the vicinity
of the Landers earthquake and elsewhere. 1 start with the
simplest model, Coulomb failure stress, then explore more
complex hypotheses. Table 1 provides a snapshot of some
of the theories by very briefly describing the required
parameters, mentioning a few of the successes and fail-
ures, and listing some related papers.

Coulomb Failure Stress Change

ATy,

~
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n

ACFS = At

slip

+ (Ao, + Ap)

ACFS > 0 fault plane loaded
ACFS <0 fault plane relaxed = Stress Shadow

Figure 1. ACFS, the change in Coulomb failure stress, or Coulomb
stress increment, is used to evaluate if one earthquake brought another
earthquake closer to, or farther from, failure. If ACFS >0, the first
earthquake brought the second earthquake closer to failure; if
ACFS <0, the first event sent the second event farther away from fail-
ure, and into a stress shadow. The stress shadow lasts for the length of
time that it takes the second fault plane to recover from the stress in-
crement. One manner of recovery is through long-term tectonic load-
ing. ACFS is resolved onto the fault plane and in the slip direction of
the second earthquake, at the hypocentre of the second earthquake;
Atgip is the change in shear stress due to the first earthquake resolved in
the slip direction of the second earthquake. AG, is the change in nor-
mal stress due to the first earthquake, resolved in the direction ortho-
gonal to the second fault plane. Ac, > 0 implies increased tension; [ is
the coefficient of friction and Ap is the change in pore pressure. Many
recent authors have simplified this equation by dropping the explicit
calculation of Ap and using an apparent coefficient of friction, u”. The
simplified equation (eq. (4)) and assumptions behind u” are discussed
in the text.
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Coulomb failure stress

Spatial patterns of static stress changes calculated using
Coulomb-failure assumptions” (Figure 1) seem to corre-
late well with spatial patterns of aftershocks; more after-
shocks commonly occur where the change in Coulomb
stress is positive than where the change is negative. With
Coulomb failure, earthquakes that occur in regions of
increased Coulomb static stress are said to have been
advanced towards failure by the positive stress increment.
From a simple elastic perspective, the amount of advance,
At, equals ACFS/t where ACFS is the change in Cou-
lomb failure stress (Figure 1), and T is the long-term
stressing rate. Examples of inferred advancement (where
the subsequent earthquake(s) have already occurred) are
the cascade of earthquakes this century on the North
Anatolian fault in Turkey’'”*®® and the 1954 Rainbow
Mountain—Fairview Peak-Dixie Valley, Nevada earth-
quakes™.

Stress shadows

Similarly, Coulomb stress change theory has been suc-
cessfully applied to situations where faults were relaxed, the
result of a negative change in Coulomb failure stress,
ACFS < 0. For cases where a fault is relaxed or put into a
stress-shadow”, one can calculate the time that it should
take for long-term tectonic loading to recover the static
stress change. The time change, now a delay, is simply
expressed as ACFS/T and is the time required to bring the
fault back to its state of stress before it was relaxed.

ACFS time-delay calculations were performed by Simp-
son et al.'’, after it was noted that creepmeters along
the right-lateral San Andreas fault moved left-laterally
following the nearby 1983 magnitude 6.7 Coalinga earth-
quake in central California''. Simpson er al.'’ estimated
that the 1983 Coalinga earthquake delayed the next mod-
erate Parkfield earthquake on the San Andreas fault in
central California by at least one year. This technique of
using Coulomb stress changes to estimate time-delays has
also been applied to larger earthquakes. Simpson and
Reasenberg’”, Jaumé and Sykes®, and Harris and Simp-
son’* calculated the effects of the great 1906 San Fran-
cisco earthquake on nearby active faults. The 1906
earthquake, which ruptured the San Andreas fault in cen-
tral and northern California, relaxed many of the San
Francisco Bay area faults and delayed subsequent large
earthquakes for decades. Simpson and Reasenberg’
determined that after 1906, large earthquakes on nearby
faults disappeared, then later reappeared at a time consis-
tent with models of long-term tectonic reloading. Simpson
and Reasenberg also made estimates of the effects of the
large 1989 Loma Prieta earthquake on nearby San Fran-
cisco Bay area faults. Lienkaemper er al.”* validated these
estimates by calculating that the resumption of creep on
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the Hayward fault is consistent with tectonic erosion of
the 1989 stress shadow. We now examine the intricacies
of the ACFS calculations by going back to ‘first princi-
ples’, then explore the range of parameters used in such
calculations.

Coulomb stress change defined

Using Coulomb failure assumptions””, one can define a
Coulomb failure stress, CFS such that

CES =|T|+U(c + p)-S, (0

where |T| is the magnitude of the shear traction on a
plane, o is the normal traction (positive for tension) on the
plane, p is the fluid pressure, S is the cohesion, and U is
the coefficient of friction. If one assumes that 1 and S are
constant over time, then a change in CFS is

ACFS = A|T |+1L(AG + Ap). )

Note that the first term on the right side of eq. (2) implies
an isotropic failure plane —a more realistic assumption
might require the plane to always fail by slipping in a
constant rake direction, in which case the first term
becomes ATy, or ATy, (Figure 1), which is the change in
shear stress in the rake direction. The advantage of using

Table 1.

changes in stress is that often, absolute values of stress are
not known, but stress change values can be calculated
fairly readily from information about the geometry and
slip direction of an earthquake rupture. (The exact details
of geometry and slip also become less important the far-
ther one goes from the rupture.) If a preferred rake direc-
tion and a fault plane orientation are known for a fault
that has experienced a stress change, then AT, can be
calculated directly from the stress change tensor. If the
fault plane is assumed to be isotropic, then calculation
of A|T| requires some knowledge of the pre-existing
‘regional’ stress field, although simplifying assumptions
can be made'’.

In order to approximate the effects of pore pressure
changes on the change in CFS, one needs to make some
assumptions. One possible end-member assumption is that
the medium is homogeneous and isotropic. Then, for the
undrained situation immediately after the static stress
changes have occurred, but before fluids have had a
chance to flow freely, Rice and Cleary” and Roeloffs’®"’
have shown that

Ap = —B’Acy/3, (3)

where B’ for rock is similar to Skempton’s’® coefficient B
that was determined for soils and depends on the bulk
modulii of the material and the fraction of volume that the
fluid occupies75 ; O 1S the sum of the diagonal elements

Summary of stress change approaches

Problems

Method

Parameters required

Successes

Static Coulomb failure stress
(Elastic)
ACFS

Dynamic Coulomb failure stress
(Elastic)
ACFS(1)

Static rate-and-state

Dynamic rate-and-state

Static Coulomb failure stress

(Viscoelastic)

Fluid flow

Mainshock static slip-model, p’,
and Ao, At, T, on known fault
planes and known slip-direc-
tions*.

Mainshock dynamic fault slip-
model, W', and Ac(?), At(f) on
known fault planes and known

slip-directions®.

Mainshock static slip-model, Ao,
At, 6,1, T, 4, B, D, H, time of
last event, recurrence interval (to
determine slip speed).

Mainshock dynamic fault slip-
model, Ac(n), At(H), 6.1, T, 4,
H, time of last event, slip speed.

Mainshock slip-model, Maxwell
relaxation time, relaxing layer
thickness.

Mainshock slip model, permea-
bility tensor.

ACFS >0 explains locations of
aftershocks that do occur.

ACFS < 0 predicts shadows (timing
and locations).

May give rupture extent.

May predict rupture lengths,
given fault geometry.

Seems to predict aftershock
duration.

May explain remote triggering.

May explain time delays between
mainshock and subsequent events,
also irregular recurrence inter-
vals.

May explain time delays between
mainshock and subsequent events.

Many ACFS > 0 faults do not experi-
ence subsequent large earthquakes, so
it is hard to use ACFS > 0 as a predic-
tive tool.

Does not predict size of impending
aftershock. Does not explain delayed
failure.

Does not explain long delays (> tens
of seconds) between subevents. Needs
more testing.

Needs more testing. Rate-and-state
parameters defined in the lab, but not
known for the earth.

Needs more testing. Still need to
define rate-and-state parameters in the
earth. Inertial terms not yet included
in models.

Needs more testing, also needs more
geodetic data to confirm viscoelastic
parameters.

May not be successful at predicting
both the spatial and temporal after-
shock patterns.

*If the aftershock fault planes are not known, then some authors assume optimally oriented faults; this requires knowledge of the background stress

directions.
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of the stress tensor. From Skempton’, B theoretically
ranges from O (dry soil) to 1 (fully saturated soil). " has
been measured to range from 0.47 (Indiana limestone at
30 MPa external stress’), to approximately 1.0, with val-
ues of 0.7 to 1.0 often reported®®®'. (Wang®* has reported
laboratory observations suggesting terms in addition to
those appearing in eq. (3) may be needed.)

A more-complex assumption is that the fault zone mate-
rials are more ductile than the surrounding materials, as in
the model of Rice™, so that o, = O,y = O, in the fault
zone, and therefore Ac/3 = Ac. In this case, with the
assumptions that the medium is homogeneous and iso-
tropic outside of the fault zone and that the medium is
homogeneous and isotropic inside of the more-ductile
fault zone, one can obtain

ACFS=A|T [+1'AG, ()

where 1’ = u(1 - ).

It has become common in the literature to state the CFS
change (eq. (4)) without detailing the assumptions regard-
ing pore fluid behaviour. The parameter |’ is often called
the apparent coefficient of friction and is intended to
include the effects of pore fluids as well as the material
properties of the fault zone. This strategy is mostly an
attempt to cover up our lack of knowledge about the role
of pore fluids. Strictly speaking, although a constant
W can account for instantaneous pore fluid behaviour, in
some cases®, this may not be true in general. Comparing
eq. (4) with eqs (2) and (3), for example, it is noted that
for the homogeneous isotropic poroelastic model, L’ is a
function of Acy, and Ac:

, _B_’Ackk
W= ;{1 A0 ] ®)

Although it is convenient to lump our ignorance of pore
fluid behaviour into a redefined ‘apparent coefficient of
friction’, 1’, we run the risk of missing some important
clues in interpreting our data. Beeler e al.** have depre-
cated the use of W’ in favour of explicit use of 1 and Ap
for this reason and the interested reader is referred to that
paper for a thorough discussion of the friction coefficient.
Nonetheless, in the discussion that follows, we will use p’
in the non-rigorous way that has become commonplace.

A study of the stress changes produced by earthquakes
in the Harvard catalog® and earthquakes from the com-
bined Harvard, Preliminary Determination of Epicenters
(PDE), and California Institute of Technology/US Geo-
logical Survey (CIT/USGS) southern California cata-
logues® suggest 1’ 0. Reasenberg and Simpson”® showed
that u” = 0.2 best fit the Loma Prieta aftershock data and,
Gross and Biirgmann®’ who used a different technique to
estimate 1’ also found low values most appropriate. A
range of W', between 0 and 0.6, is preferred by Deng and
Sykes*’. These numbers are for different time-periods,
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and for different tectonic settings. The Reasenberg and
Simpson®® study covered a few years of Loma Prieta
aftershocks in the San Francisco Bay area of California,
whereas Deng and Sykes*’ covered a decade of small
earthquakes in southern California. Parsons et al.** pro-
posed that different faults may be described with different
values of W’. They analysed the pattern of seismicity fol-
lowing the 1989 Loma Prieta, California, earthquake and
inferred a higher value of p” for the San Francisco Bay
area minor oblique (right-lateral thrust) faults, and a lower
value for the major strike-slip faults such as the San
Andreas fault. Some have proposed that p” in the CFS
equations may actually change with time, due to migrating
pore fluids**2¢.

Fluid flow

The migrating pore fluid and changing pore pressure
hypothesis explain the physics behind some human-
induced seismicity’”. This hypothesis has also been used
to explain inter-earthquake relations. Nur and Booker®
suggested that mainshock-induced pore pressure changes
may control the timing of aftershocks. Similarly, Li
et al."* attempted to observe a spatial and temporal shift in
aftershock locations due to pore fluid flow, and Hudnut
et al.'® used pore pressure changes to explain an 11-hour
delay between two adjacent earthquakes in 1987 that
occurred on conjugate fault planes in southern California.
Jaumé and Sykes” discussed the potential effects of pore
fluid flow in the aftermath of the 1992 Landers earth-
quake, but the implications have not yet been tested. The
study by Noir et al.* of an earthquake sequence in Cen-
tral Afar also supports the fluid flow hypothesis. On the
opposite side, some workers have proposed that fluid-flow
cannot be the sole explanation for aftershock triggering,
since aftershocks appear to predominantly occur at the
edges of mainshock high-slip regions®. Scholz’' also
argued that aftershocks would not be occurring simultane-
ously over the entire mainshock rupture plane if fluid flow
alone were responsible.

Coulomb stress change magnitude threshold

It appears that static stress changes as low as 0.01 MPa
(0.1 bar) can affect the locations of aftershocks>®*""*?2,
This value is just a fraction of the stress drop during
earthquakes, which is one reason that Coulomb stress
changes are said to ‘enhance’ or ‘encourage’ the occur-
rence of an earthquake, as opposed to generating the
earthquake (but also see Gomberg et al.”> for another
viewpoint). Can static stress change smaller than 0.01 MPa
(0.1 bar) also trigger, or delay earthquakes? This remains
an unresolved issue. In some instances smaller stress
changes do appear correlated with patterns of seismicity
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occurrence’>**°, but there are often not enough events
to allow a rigorous statistical test. One exception is the
thorough quantitative study by Anderson and Johnson®
who examined the 1987 Superstition Hills, California
earthquake sequence. They found no evidence for stress
triggering of the aftershocks except when the mainshock-
induced stress changes exceeded 0.1 to 0.3 bars or the
aftershocks occurred from 1.4 to 2.8 years after the main-
shocks.

Coulomb stress changes: Static near-field studies

Although the majority of Coulomb failure models assume
that the location of interest is far away from the first
earthquake so that one can ignore fine details of its slip
distribution (this distance is quantified by Hardebeck
et al.” for the Landers and Northridge earthquakes), a
few papers have ambitiously tackled the near-field
topic™**%** %8 Caskey and Wesnousky™, Nostro er al.*®,
and Perfettini er al.®® suggest that the static stress changes
induced by the faults or earthquakes that ruptured first
may have influenced the amounts of slip on the sub-
sequently-ruptured faults. On a similar note, Crider and
Pollard98, who examined fault interaction in the near-field,
concentrated on the generic case of interacting normal
faults. They used geologic field observations and numeri-
cal modelling to determine how, where, and if individual
normal faults may grow and link up to become more com-
plex structures. Their findings may assist in the develop-
ment of ‘cascade’ models for normal faulting earthquakes,
i.e. determining how large a normal fault earthquake can
become. The Crider and Pollard results may also pres-
cribe when and where to expect sizable normal faulting
aftershocks.

In a study of the specific case of low-angle normal
faults, Axen” found that although the record of main-
shocks on these shallowly dipping faults may be sparse,
earthquakes do occur on these faults and damaging
subevents (and subsequent main events) on the low-angle
faults can also be triggered by slip on steeper-dipping
normal faults. He cites examples from earthquakes in
Nevada, Italy, and Turkey. Axen’s’ interpretations include
the effects of pore pressure changes.

Taylor et al.”® modelled ACFS generated by three great
subduction earthquakes. They examined whether ACFS
was consistent with the position, timing, and, in contrast
to other studies, the mechanisms of aftershocks in the
upper plate for each of the great earthquakes. For the most
part, ACFS appears to have been a plausible explanation
for the simplified case of mainshock slip isolated on a
single asperity.

Aseismic slip models

In opposition to many of the CFS studies discussed in the
paper, some near-field studies of earthquakes have come
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to different conclusions than their far-field counterparts.
Both Beroza and Zoback® and Kilb et al.’’ examined the
near-field static stress effect of the 1989 M, 6.9 Loma
Prieta mainshock on its nearby aftershocks. Beroza and
Zoback® concluded that the calculated (near-field) main-
shock static stress changes did not do a better than
random job at determining the aftershock mechanisms.
One possibility they proposed was that dynamic strains or
pore pressure changes influenced the locations of after-
shocks. Kilb et al.”” examined a similar data set, with the
addition of an assumed homogeneous background stress
field to the calculated stress changes. Kilb er al. con-
cluded that it was possible to use a static stress change
model and simulate the observed aftershock mechanism
diversity, but only if the initial stress level in the crust was
quite low, lower than would be required to have generated
the Loma Prieta mainshock. Therefore, Kilb er al. also
concluded that some other factors must explain the after-
shock pattern. Their considered options included dynamic
stresses, pore pressure changes, an inhomogeneous back-
ground stress field, the driving stresses of aseismic deep-
slip, and also the possibility that the initial assumptions of
fault geometry were not accurate.

In a study of the Upland earthquake sequence (1988—
1990) in southern California, Astiz et al.'” showed that
calculated Coulomb stress changes generated by the mod-
erate earthquakes do not match the aftershock pattern.
Whereas the aftershocks primarily occur on one side of
the fault plane, the Coulomb stress pattern for optimally-
oriented faults predicts symmetry. Similarly Hardebeck
et al.” had difficulty matching the pattern of aftershocks
following the 1994 Northridge, California earthquakes
with the Coulomb stress pattern inferred for the main-
shock.

Dodge et al.”>®® have also suggested that static stress-
triggering increments in the near-field do not explain all
earthquake interactions. In a departure from the usual
studies of large earthquakes triggering smaller ones,
Dodge et al.”>*® looked at the relationship between initial
smaller events and the subsequent larger earthquake in a
sequence. Dodge et al.”” examined foreshocks of the 1992
Landers, California earthquake and found that the largest
foreshocks probably did not trigger the beginning (an
M, 4.4 subevent) of the Landers mainshock. Their calcu-
lations showed predominantly zero or negative cumulative
CFS at the site of the M, 4.4 subevent as a result of the
occurrence of the largest foreshocks. They used this result
to conclude that fault-zone geometry, rather than static
stress-triggering increments, controlled where the Landers
mainshock nucleated, and that the entire Landers fore-
shock sequence may have been driven by aseismic creep
(also see Deng and Sykes®™ for a different viewpoint).
That aseismic creep controls the rupture process is the key
idea of earthquake instability models'®’. Dodge et al.*®
extended their previous work by looking at five more
foreshock-mainshock sequences in California in addition
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to Landers and found that four out of six (including
Landers) of the foreshock—mainshock sequences did not
follow a simple Coulomb failure (static) stress change
model of earthquake triggering.

Perfettini er al.°® arrived at the same result as Dodge
et al’® for the relationship between the moderate-
magnitude foreshocks of 1988 and 1989 and the 1989
Loma Prieta, California mainshock; the foreshocks do not
appear to have pushed the mainshock hypocentre towards
failure. To step out of this conundrum, Perfettini et al.®®
observed that the maximum mainshock slip did occur in
the region of increased foreshock stress change. Therefore
Perfettini et al. proposed that the foreshocks did influence
the mainshock rupture process although the connection
between the foreshocks and mainshock hypocentre did not
follow traditional expectations.

Rate-and-state friction

Laboratory-derived constitutive equations have also been
applied to the study of earthquake interactions. One such
set of equations is termed ‘rate-and-state’, because in the
laboratory observations that the equations describe, fault
strength is dependent on slip-rate and on slip and time
history of the fault. Rate-and-state equations allow for a
time delay before the onset of failure. They also describe
how some faults may slide stably, whereas others experi-
ence ‘stick-slip’ motion. A number of authors have
derived or considered rate-and-state friction models (e.g.
see Scholz'® for a review), but for this article, I summa-
rize the results of only two papers: Dieterich'” and
Dieterich and Kilgore'™ who have made simple testable
predictions of the effects of stress changes on aftershock
timing and locations using rate-and-state equations.
Whereas Coulomb friction invokes the simple eq. (1) to
describe the failure limit, rate-and-state formulations use a
more complex relation which also describes the evolution
of quantities as they approach failure. For example, a
simplified, one state-variable form of rate-and-state fric-

tion is'%:

8 0
T=0|U,+4In 8_* +Bln[e—*] , (6)

where & is the sliding speed, © is a state-variable that
can be interpreted to represent the effects of contact time
between the two surfaces of a fault, and wy, 4 and B are
empirically determined coefficients. 4 — B >0 leads to
stable sliding; B—-A4 >0 leads to instability (stick-slip
behaviour). The asterisked terms are normalizing con-
stants.

In the rate-and-state formalism, an earthquake nucleates
on a fault when the sliding speed, 8 ‘runs away’ and
increases dramatically above interseismic values (to speeds
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of the order of centimetres per second). Dieterich'” [eq.
(A13)] gives the time-to-failure in terms of the sliding
speed and other variables:

Ac T
t=——-In| 1+ -, (7)
T Hod
where
-k B
H=—"+—, ®)
c D

t is the time-to-failure, T is the long-term stressing rate, k
is the effective stiffness for source nucleation, B is a fault
constitutive parameter, and D, is the characteristic sliding
distance (see Table 2 for more definitions).

If an external factor, such as a static stress change gen-
erated by a nearby earthquake, perturbs the sliding speed,
it also changes the eventual nucleation time or time-to-

Table 2. Definitions

T Shear stress
Ty Initial shear stress before an external stress step
At Shear stress change
ATyip Shear stress change resolved in the slip-direction
O, On Normal stress*
[ Initial normal stress before an external stress step*
AG, AG, Normal stress change*
S Cohesion
T Tectonic loading rate
CFS Coulomb failure stress
ACFS Change in Coulomb failure stress
At Change in time-to-failure due to a change in stress
B Skempton’s coefficient for soils
B’ Skempton-like coefficient for rock

Pore pressure
Ap Change in pore pressure
[ Coefficient of friction
TN Apparent coefficient of friction
Uo Empirically determined rate-and-state coefficient
t Time-to-failure
D, Critical slip distance (m)
k Spring stiffness
H A combination of rate-and-state parameters {eq (8))
B An empirically determined rate-and-state coefficient
A An empirically determined rate-and-state coefficient
o An empirically determined rate-and-state parameter
G} State variable
o* A normalizing constant
] Slip speed
) 0 Initial slip speed before an external stress step
5* A normalizing constant

*The Coulomb failure and rate-and-state equations use different sign
conventions for the normal stress. In the CFS equations negative ©
indicates compression, whereas in the rate-and-state equations of
Dieterich'®®, for example, positive ¢ indicates compression.
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failure. Following Dieterich'®, during the long interval
of self-driven accelerating slip and before an externally
applied stress change, a fault’s sliding speed depends on
the initial stress and state. After a stress-step occurs, the
slip speed depends on the new stress and state.
Dieterich'™ [eq. (A17)] explicitly describes how a stress
change perturbs the sliding-speed (and thereby, the time
to failure):

8— ao/A .

c T 0
—=|— —_— , 9
S, [00] eXp[AG Acoj ©

where , 50, To, and G, are the sliding speed, shear stress,
and effective normal stress (which includes pore pressure
effects) on the nearby fault before the stress change, and
3, 7, and G are the sliding speed, shear stress and effec-
tive normal stress (positive for compression) after the
stress change. o is a sum of parameters governing normal-
stress dependence of the state variables. We note that eqs
(8) and (9) are approximations to more complicated forms
and assume that the fault is at the stage where slip is
accelerating so that the slip speed, &, greatly exceeds a
steady-state speed, D, /6 (ref. 103).

Harris and Simpson® used the above equations and
examined how a rate-and-state ‘stress shadow’ should
appear, and compared it with a CFS-shadow. They app-
lied the shadow calculation to sites in the San Francisco
Bay area of California and found that the rate-and-state
formulations'® are consistent with Bay area seismic
history, for a very wide range (several orders of magni-
tude) of the rate-and-state parameters.

Gomberg ef al.”> and Gomberg et al.'® have used rate-
and-state theory to examine the opposite effect, stress
triggering. Gomberg ef al” suggest that earthquakes
may be triggered by transient, oscillatory loads (also see
Scholz'"® for an opposing viewpoint) or that these loads
may trigger earthquakes that would not have occurred
without the stress changes generated by another earth-
quake. That is, some earthquakes were not only clock-
advanced by a previous event, but they were also created.
Gomberg et al.'” studied the effect of loading history on
triggering, both on time scales of the earthquake cycle
(tens or hundreds of years) and of seismic waves (seconds
to minutes). They also explicitly compared the predictions
of the Dieterich rate-and-state frictional model with those
of Coulomb shear stress change calculations (assuming
constant normal stress).

Dieterich’s'” equations can also predict aftershock
rates. Gross and Kisslinger'* solved for some variables in
the rate-and-state equations (e.g. for 4 and ©) by examin-
ing the aftershocks of the 1992 Landers earthquake. Gross
and Biirgmann®’ followed a similar tactic and investigated
the aftershocks of the 1989 M 6.9 Loma Prieta earth-
quake. Toda er al.*® used Dieterich’s'” formulations and
investigated the aftershock rates of the 1995 Kobe earth-
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quake. They used the Kobe aftershock data to determine
values for some of the rate-and-state parameters, and also
to determine earthquake probabilities based on the stress
change calculations.

Dynamic stresses
Far-field (distant) triggering

In addition to static stress changes, dynamic or transient
stress changes may be capable of triggering earthquakes.
We have evidence from a few large and great earthquakes
that distant triggering has occurred. Lomnitz'" suggested,
from the distances where the triggering is observed, that
the triggering is due to deep-seated flow in the earth, in a
response to the triggering earthquake. Alternatively, dyna-
mic strains may be the cause of some of the distant trig-
gering, but, large regions of the earth’s crust are not
responding to these strain changes by producing triggered
earthquakes. Parkfield, California may be the most
famous case of this situation. With Parkfield we have one
of the world’s more expected (or overdue) earthquakes,
and yet it has not been triggered by dynamic strains from
recent nearby or distant earthquakesm&mg. Spudich
et al.'” found that peak dynamic stress of 0.1 MPa (1 bar)
after the Landers earthquake did not trigger an expected
Parkfield, California earthquake, although distant trigger-
ing due to Landers appears to have occurred in other
locations' .

A recent earthquake in the Mojave Desert, which
occurred 20 to 30 km east of the Landers earthquake may
provide more clues about dynamic triggering processes.
The 16 October 1999 magnitude 7.1 Hector Mine earth-
quake produced higher amplitude seismic waves at seismo-
meters to the south of the earthquake than at seismometers
to the north of the earthquake, the opposite from the 1992
Landers earthquake which generated higher amplitude
waves to the north. There was also significantly more dis-
tant triggered seismicity to the south following Hector
Mine and to the north following Landers. Therefore, the
dynamic waves generated by each of the earthquakes
played a role in determining the subsequent patterns of
triggered seismicity.

In addition to earthquakes, nature provides a longer
period dynamic stressing process with which to study
earthquake triggering, the earth’s tides. Vidale et al.'"!
examined the effects of tidal stresses in earthquake
triggering. Through inspection of tidal stresses at the
times of > 13,000 earthquakes, Vidale er al. found that
earthquakes are randomly distributed throughout the
tidal cycle. Therefore, dynamic stress rates as large as
102 MPa/h (10 bar/h) are not preferentially triggering
earthquakes. This is quite significant since tidal stressing
rates are much higher than the tectonic loading rates we
usually associate with earthquake occurrence. The find-
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ings of Vidale et al. were corroborated by Lockner and
Beeler’s''? laboratory experiments. Lockner and Beeler
show that only about 1% of earthquakes should correlate
with tidal triggering, and that triggering is controlled by
both amplitude and frequency of the stresses.

Near-field triggering

The aforementioned studies were for the far-field, where
dynamic stress changes greatly exceed static stress
changes, but in the near-field, both may be important'”. In
the near-field, inter-earthquake dynamic effects (stress
waves) may be determining the size of the mainshock
itself' " This is observed in situations where one
earthquake triggers another event within seconds. When
this intra-event triggering occurs along fault-strike or even
closeby, the result is a much larger earthquake or a multi-
ple event. Examples include the 1992 Landers, California
and 1999 Izmit, Turkey earthquakes. The resulting impli-
cations for seismic hazard cannot be overstated.

Viscoelastic models

At the other end of the spectrum from dynamic triggering
in the near-field, are models that include the effects of
long-term loading and relaxation of the lithosphere and
asthenosphere. Most of the static stress change models
discussed previously are elastic approximations of the
earth’s crust and upper mantle and do not explicitly
include long-term viscoelastic behaviour. A few authors
have added a viscoelastic effect, to better model the com-
plete earthquake cycle, or to account for a long time
between the initial event(s) and a ‘triggered’ event''’.
Dmowska et al.'* used a 1D model to look at stress fluc-
tuations during the earthquake cycle in coupled subduc-
tion zones, to show when and where large after shocks and
subsequent mainshocks could occur. Taylor et al."*' used
2D models of earthquake cycles in a generic subduction
zone to illustrate the effect of viscoelastic relaxation in
both the mantle and shallow portion of the thrust zone on
the timing of seismicity in the outer-rise and at intermedi-
ate depth. In another tectonic setting, Pollitz and Sacks®
used viscoelastic triggering and proposed that the 1995
Kobe, Japan earthquake was ‘triggered’ by two earth-
quakes that occurred 50 years before Kobe.

Viscoelastic analyses have also been performed for
earthquakes in transform faulting regions. Roth'® exa-
mined the seismicity in the western part of the North
Anatolian fault zone, using both elastic and viscoelastic
models. He found good agreement between the spatial and
temporal pattern of M > 6 earthquakes, for both types of
models. Ben-Zion et al.'” included viscoelastic loading to
show how two great earthquakes on the San Andreas fault,
1857 Ft. Tejon and 1906 San Francisco, California may
have modulated the timing of moderate Parkfield, Cali-
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fornia, earthquakes. Parkfield is located on a section of
the San Andreas fault between the two great ruptures.
Ben-Zion et al. concluded that the closer 1857 great
earthquake, most likely had influenced the timing of mod-
erate Parkfield events, but that 1906 earthquake was too
distant to greatly impact the timing. Ghosh er al.'* exa-
mined the generic 2D case of two parallel strike-slip faults
in an elastic layer overlying a viscoelastic halfspace. They
showed how creep on one or both of the faults would
change the potential of earthquakes on neighbouring
faults. The study by Ghosh et al. showed an additional
time dependence of the shear stresses that is not present in
an elastic analysis. Similarly, Kenner and Segall** pro-
posed that the simple elastic models commonly in use do
not do justice to the earth’s time-dependent material prop-
erties. They examined the case of the 1906 San Francisco
earthquake and showed how a 2D model that includes a
viscoelastic lower crust might perturb the duration and
magnitude of a stress-shadow on the Hayward fault from
elastic estimates.

There is still a debate about the role of viscoelastic
behaviour in the earthquake cycle. Some authors'*>'
propose that afterslip continues on the fault plane of the
earthquake, whereas others'>"'*® propose that a viscoelas-
tic response in the lower crust better explains post-seismic
behaviour. Which of these mechanisms is actually in
effect has implications for the durations and patterns of
the calculated stress changes.

Implications for seismic hazard
Probability estimates

Although many of the calculations performed to date
enjoy at least moderate credibility within the scientific
community, potential benefits to the public may be lost if
the results are not converted into societally useful num-
bers. In an attempt to remedy this, Cornell et al.'*, Stein
et al’' and Toda et al.®® have taken their static stress
change models for nearby faults and converted the results
into earthquake probability estimates. Toda et al. per-
formed the calculations for Japan, in the wake of the 1995
Kobe earthquake.

The 17 August 1999 magnitude 7.4 earthquake in Izmit,
Turkey, which killed more than 15,000 people'*, may be
the first widely-publicized case where pre-earthquake
probability estimates had included stress change calcula-
tions. Stein er al.”! incorporated the stressing history of
previous known earthquakes on the North Anatolian fault
and an assumed deep slip (fault loading) rate into rate-
and-state friction formulations. They then estimated the
probability of future earthquake occurrence on a number
of segments of the North Anatolian fault, including a sec-
tion near Izmit. Shortly after the August 1999 earthquake,
a number of scientists claimed success in forecasting the
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Izmit event using stress change calculations, including
authors of Stein et al.”' and Nalbant ez al.”™.

Following the August Izmit earthquake, a few scientists
updated their stress change calculations and presented
their preferred locations for a subsequent large earth-
quake. Although a magnitude 7.1 earthquake did occur on
12 November 1999 at the eastern end of the Izmit rupture,
a site anticipated by Barka’®'"! most other forecasts
have concentrated on a rupture in the Marmara Sea region
to the west. This future quake is envisioned to put Tur-
key’s population centre of Istanbul at high risk®®'*°.

What we have learnt

From our extensive, internationally-distributed set of
inter- and intra- earthquake stress change calculations, we
have been able to glean some understanding of earthquake
behaviour. We have learnt that small, medium, and large
aftershocks generally do occur in regions that were
‘stressed up’ by a mainshock, and that damaging earth-
quakes generally do not occur in stress-shadowed regions
that remain relaxed following the stress change effects of
nearby great earthquakes. This latter effect is most obvi-
ous in the wake of earthquakes such as the 1906 San
Francisco earthquake’**** the 1857 Ft. Tejon earth-
quake’®*, and the 1891 Nobi earthquake™. All of these
great earthquakes shut off subsequent large earthquakes
for decades on faults that were relaxed by the great
events.

Smith and Van de Lindt' and King et al’® have
extended the stress-shadow idea to a role in rupture termi-
nation. They argue that the extent of earthquake rupture
may be controlled by the static stress effects of previous
events. At least in a few cases, it appears that a large
earthquake starting in a region of static stress increase
may have terminated when it encountered a region of
static stress decrease. This may have been what happened
for the M 6.7 Big Bear, California earthquake™.

The magnitude problem

Ideally stress change calculations could predict where and
when to expect large damaging aftershocks. Instead, what
the stress change calculations generally provide is just a
range of aftershock nucleation sites, but no magnitude
information. The models do not a priori place a limit on
the extent of rupture (magnitude), except as a statistical
phenomenon'®. One type of quasi-static model that does
look at the potential maximum magnitude is that of Miller
et al.'?. In the Miller et al. hypothesis, the effect of a
nearby earthquake reducing the normal stress on a fault is
to delay a large earthquake from occurring, whereas small
earthquakes could still occur. The effect of a nearby
earthquake increasing the normal stress is to advance the
time to the next large earthquake. This hypothesis does,
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however, need more testing to determine whether or not it
is applicable to most crustal faults™.

The maximum-magnitude question is most likely also a
dynamics problem. Once a large aftershock has been
nucleated, is its magnitude already pre-determined, do
geometrical fault features control the rupture extent, or is
the answer in the along-strike and along-dip strength hete-
rogeneity? It is clear that although we have learnt much
about earthquake patterns, we are just beginning to
scratch the surface when it comes to incorporating earth-
quake physics into our models.

Future research

The research performed to date still leaves many ques-
tions unanswered. Some believe that static stress calcula-
tions have predictive power in estimating where future
large earthquakes will occur®. If that is true, then what
can we do with the information that an earthquake-
producing fault has received an increase in stress? And,
even if the stress increase does generate an immediate
crustal response, can we determine if it will be aseismic or
seismic? These were some of the questions after the 1992
Landers earthquake and still are questions today.

Stress change calculations may be a valuable tool for
evaluating many traits of earthquake occurrence. But do
we understand enough about the physics of earthquake
nucleation and propagation to translate the simple esti-
mates made by stress change calculations into formal
earthquake predictions? The answer for now is ‘no’. Per-
haps the answer will change in the future as we acquire
more information from both past and present earthquakes.
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