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Toxicity abounds in nature, environment, and in our
modern life-style. Toxicology relates to the study of the
intake process of such toxins by human being, their
mode of propagation, biological reactions, molecular
level of penetration, genotoxicity and aftermaths.
Because of the latent nature of a large class of toxic
substances, the extreme variability of human metabo-
lism as well as their exposure to toxic material, yet
unknown nature of many carcinogenic activities, and
immense difficulties in the assessment of effective
toxicity levels (especially in the environment), there is
a genuine need to have statistical appraisal at each
phase. These statistical perspectives are highlighted
here along with some outline of recent statistical
approaches in this much needed assessment task.

FROM time immemorial, toxins have been recognized by
the human being, and used both beneficially and destruc-
tively. Like morphine and other pain relievers, such toxins
have often been used in medicine and allied fields to
combat some diseases or disorders, and more often in
punitive or destructive modes; the use of (slow as well as
instantaneous) poisons to eliminate an undesired person
has been in practice from the dawn of human civilization.
Unknowingly, sometimes we might be in touch with some
toxic plants, fruits or material, and such contacts might
have widespread and often disastrous effects. Even in the
animal world, toxins are recognized by various species
who might have acquired such knowledge through their
ancestors. From the ancient Vedic time, toxins in various
herbs and plants have been most thoroughly studied by
Indian herbal physicians (known as the Vaidyas) and their
acquired knowledge (Ayurveda) is still a yardstick for
the (western as well as oriental) medical system; the basic
difference between the two lies in the occidental use of
toxic chemical compounds (inorganic toxins) instead of
the organic toxins in herb and plants. The entire founda-
tion of the homeopathic medicinal system is based on the
impact of toxins on human body as well as mind, and is a
classical example, how a form of a toxic element can be
used to nullify some other toxicity in our body. Although
there may be some controversy over the doctrine of
homeopathic medicine system, there is no doubt about the
neutralizing capacities of toxins of different kinds.
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Toxins are characterized by their toxicity, in some form
or the other, in relation to their reactions on living organ-
isms including man. In a traditional sense, toxicity relates
to the poisonous effects which are associated with specific
chemical compounds (such as potassium cyanide), various
plants and fungi, and with our environment and ecosys-
tem. A good deal of knowledge has been acquired on tox-
icity of various chemicals, fungi and other compounds.
Such toxicities are fairly quick in progression and fairly
deterministic in the dose-response relation. As such,
viewed from statistical perspectives, such quick-action,
fairly deterministic toxicity are not of much interest.
Rather, the more complex types that often progress slowly
and invisibly, and in that process invite other activities,
such as genotoxicity and carcinogeneity, have a far
greater need for statistical appraisal, and we shall mainly
confine ourselves to this aspect of toxicology. This com-
plex of toxicity includes a wide variety of subdisciplines:
Plant toxicology and animal toxicology refer to toxins and
their toxicity that are prevalent in plants and animals
respectively; taken together, they constitute the organic
toxicity. Toxicity is also prevalent to varying degrees in
drugs and pharmaceutical products. Toxicity may arise in
the use of pest control and storage facilities of agricultural
products; it can also arise in the process of cooking food,
its preservation and service. Industrial factories and plants
are notorious sources of toxicity; industrial waste also
often lead to significant amount of toxicity. More signifi-
cantly, environmental toxicity, resulting from air pollution
or toxicants (such as industrial and automobile exhausts,
environmental smoking, thinning of ozone layer, smog
containing airborne particulate matters, acid rain and
others), and groundwater and subsoil contamination (due
to arsenic minerals, industrial waste dumping, landfill
practice, ecological disasters, nuclear waste disposal, and
other sources of associated toxicants), might be labelled
as a significant ingredient of toxicity (though such toxicity
effects are generally slow in progression and hard to iso-
late in detection). In the foothills of the Himalayas and the
Gangetic valleys, particularly in the lower basins, arsenic
contamination of groundwater and soil from subterranean
source is a growing threat to public health. Besides, organic
arsenic occurs in plants, fish, crab, human body and other
organisms, though this may be generally less toxic in
effect compared to arsenic minerals. Arsenic contamina-
tion of groundwater may be caused by geological and
anthropometric processes. This contamination is due to a
chemical process wherein arseneous acids from buried
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(mostly ferric) arsenate are produced. This is indeed a
major concern in a greater part of (eastern) India. Further-
more, toxicity in drugs and other intoxicating beverage
materials (particularly, illicit liquors) is also an important
factor. Occupational environment may have a significant
contribution toward this toxicity. In natural disasters and
calamities (like earthquakes, landslides and hurricanes)
aqua-toxicity may result from contamination of animal
corpse and wastes, human wastes as well as ecological
dysfunctions. Industrial waste containing toxic substances
and decomposed organic products may find their way
either directly by the flow of surface water or through
subsoil layers (in dumping) to water sites; such toxicity
may seriously affect the marine ecology (biology), and
through that human health and quality of life as well.
Arsenic contamination is a serious problem in this
respect. Our modern life-style has been inducing some
forms of toxicity through our addictions to modern ameni-
ties resulting from excessive use of chemicals, electronics
and mechanizations. The level of toxicity and its intensity
may vary considerably from one source to another, and
their impact potential may also differ considerably. The
intake process of toxicity by human being (and other
living objects) may also vary, and we shall refer to that
later on. The modes of intake of toxicity by human being
may follow the inhalation, absorption, or ingestion
tracks, and often in a combination of more than one mode
at a time, resulting in synergism which may complicate
the picture considerably.

Toxicology deals with the study of the complex of
resources, synergism, their distribution, intake processes,
uptake sites, metabolic reactions, and aftermaths of toxins
around us. Often we are susceptible to them, though unno-
ticeably, by our living environment, and often we are
addicted to them by our life-style and other irrational con-
victions. Within this broad discipline of toxicology, we
have a battery of allied fields: behavioural toxicology,
genetic toxicology, plant toxicology, neurotoxicology, and
reproductive toxicology, among others. Though the gene-
sis of toxicology is in the biochemical sciences, its tradi-
tional frontiers have been greatly expanded and fortified
by the addition of new territories: neurotoxicity and
genotoxicity. The alarmingly escalating level of toxicity
of our bioenvironment is a life-threatening concern to the
entire mankind and our ecosystem as a whole. Both the
disciplines of genotoxicity and neurotoxicity are devoted
to certain aspects of toxic effects on human body and
mind that go far beyond the conventional biochemical
levels. With the advent of computer intensive modern
molecular biology and genetics, more research develop-
ments in this fertile area are bound to take place, and bio-
informatics may have the triumph card in this respect.
Statistical reasoning plays a key role in this interdiscipli-
nary field, though it needs to be properly blended with the
basic understanding of (inorganic and organic) toxico-
logy, human as well as subhuman and plant physiology,
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neurobiology, and modern information technology. Even
epidemiology and environmental health sciences have
good standing in this venture, and statistical reasoning
must adhere to these disciplines as well. As such, we like
to dwell deep into statistical perspectives in the light of
the broad interdisciplinary aspects of toxicology.

The toxicity uptake passage

The propagation of toxicity intake is different for differ-
ent species; what may be toxic for human being may not
be so for some other organisms and vice versa. Even
among the subhuman primates, there is a qualitative and
quantitative difference in toxicology, and as a result, it
might not be prudent always to draw conclusions from
rodents and apply them to human beings. Let us focus our
attention here on human exposure to toxins and toxico-
logy for human being. In doing so, we may not be able to
bypass totally animal perspectives, and that will be dis-
cussed later on. Toxicity is perceived by human exposures
to toxic elements, and the toxicity intake process may
take one of the following three routes: (i) Skin absorption
(mostly epidermal contact); (ii) Inhalation (mostly, through
respiratory system); (iii) Ingestion (mostly, through diges-
tive system).

In the absorption process, toxic elements make their
way through the skin, contact the minute blood vessels,
and in that process reach the cardiovascular system with
access to liver, kidney, brain, developing organs, and
mammary glands (in women). In the inhalation mode
(which is believed to be the most significant one), toxic
elements inhaled (mostly) through nose (and mouth) make
their way through the nostrils all the way to the bron-
chioles along the respiratory tract. As the bronchioles lead
to millions of alveoli (air sacks) of the lung tissue, such
toxic elements may block the passage of exchange of
inhaled oxygen with the exhaled carbon dioxide and
vapour; with reduced supply of oxygen and presence of
toxic elements, the contaminated blood stream can trigger
off all consequential problems. The formation of tumours
(leading to lung cancer) is also supposed to be linked to
such less-than-ideal activity of the alveoli. Through the
blood vessels, the inhaled toxic elements can reach other
organs and the aftermath can continue. In the ingestion
mode, toxic elements enter into human bodies mostly
through the mouth and digestive system; their target is the
gastrointestinal (GI) tract which has access to blood
stream, so that toxicity can again prosper through blood
circulation. Many common forms of toxicity, such as
food-poisoning and toxic chemicals in food and drinks,
follow the ingestion track, and may often be quite fast in
their progression. In environmental toxicity, on the con-
trary, the progression is slow and often unnoticed, and it
is hardly the case that a single mode of progression is
followed, and it may even be difficult to sort out the three
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specific components in any typical situation. For example,
in arsenic contamination of groundwater, ingestion is
prominent in the drinking mode, while absorption takes
place from external use of contaminated water, such as
bathing, washing faces, etc. In drug-addiction problems,
we might have more distinct and identifiable intake pro-
cess of the toxic elements. For example, in moonshinning
(or illicit liquor drinking), the intoxicating alcoholic drink
intake is directly through the mouth to the stomach and
liver areas, and as a result, ingestion is the primary track.
In case of smoking of tobacco products, the tract is pri-
marily the respiratory channel, so that inhalation mode is
the dominant one. Chewing tobacco products, as is the
practice among certain athletes, may however, have a sig-
nificant ingestion mode of intake. Outdoor exposure to
sun, especially when the ozone layer is thin, the ultra-
violet radiation hits the body mostly through the exposed
part (skin and hair), so that absorption mode is more
prevalent than the others. In intravenous intake of narcotic
drugs, the toxicity may directly hit the blood vessels by-
passing all the three common uptake modes mentioned
before. Toxicity in drugs (used for medicinal purpose, not
for addiction) that are mostly taken orally, follows gener-
ally the ingestion mode, so does the toxicity in food pro-
cessing, cooking and eating practices. On the other hand,
in usual atmospheric pollution, we have a more complex
picture, and we present an overview of that first. At the
present time, our primary concern centres around the
complex of environmental and behavioural toxicity.

Environmental toxicity

While we might have some control over the use of com-
mon chemicals for our household work, safer drugs for
our medication, natural foods for our nutrition, which may
result in reduced and relatively safer levels of toxicity, we
may not have that much control over the environmental
toxicity which is escalating at an alarming rate due to our
insufficient efforts to keep our bioenvironment clean, and
also due to our indifference to our mother planet, the
Earth. Let me illustrate some of the important factors in
the light of the intake processes described earlier.

Environmental smoking

Smoking of cigarette, cigars, bidis and allied tobacco
products leads to significant toxicants, not only for the
active smokers but also for passive smokers (that is, those
who are in the vicinity of active smokers); the mode of
intake is primarily inhalation of toxic fumes and carbon
monoxide-rich gases. Emission from factories that use
coal or wood as fuel, as well as home cooking on coal
energy also contribute significantly to environmental
smoking. It is a belief that cigarette smoking is linked to
lung cancer and other respiratory diseases, though the
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cancer etiology is still not that precisely known. The Sur-
geon General in USA has a statutory label on every ciga-
rette packet: Smoking is dangerous for your health. Are
we aware that industrial smoking (for example, fumes
from factory exhausts) may be equally, if not more, harm-
ful to our health?

Automobile and aviation exhausts

A majority of automobiles (including cars, vans and
trucks), and locomotives (including trains) run on diesel
and gasoline fuels; so do the aeroplanes of various types
(which generally require a high-octane fuel product). Only
in some countries, alcohol made from sugarcanes is used
as fuel in cars. These conventional fuels contain various
toxicants. On top of that in severe winter time, some other
reagents are added to gasoline products to facilitate
smooth starting in sub-zero temperature; these are also
suspected to have carcinogens and other toxicants. Elimi-
nation of lead from gasoline products (on a wider scale)
has resulted in some improvements in recent past. Air-
plane exhausts, while on air, contribute toxicants in the
upper atmosphere that with rain and smog try to come
down towards the surface level.

Occupational environment and toxicity

Many of the present time occupational environments are
contaminated with toxicants and other health hazards. As
examples, we may cite the following:

Coal miners (black-lung) disease: In mining operations
all over the world, and more so in third world countries,
in the underground tunnels, there may be an excessive
amount of airborne carbon particulate materials (APM),
carbon monoxide, and other harmful gases. In that way,
inhalation toxicology is most pertinent to the coal miners
occupational environment, and lung diseases used to be
prevalent among them. Subsoil water contamination and
moisture, coupled with possibly inadequate air circulation
system may add more distress to this toxic environment.

Asbestosis:  Asbestos is an incombustible, fibrous min-
eral that used to be commonly used as an insulation mate-
rial, and often as a substitute for tin or other metals for
corrugated roofing. The white dust particles in an asbestos
plant are quite catalytic for respiratory diseases as they
may get absorbed in the lung tissues. Again, inhalation
mode is the more common intake process, and asbestos
has also been identified as a carcinogen. Even in houses
or schools and work places where asbestos used to be the
insulation material, the dust particles play the same role,
but possibly to a lesser intensive level. Young children
often unknowingly placing their hands on such insulations
and without washing taking food may induce the ingestion
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mode, while epidermal contact may have absorption in-
take mode.

Chemical plants for agricultural fertilizers and pest con-
trol products: DDT is a classic example of such a highly
toxic material. Though primarily meant for controlling
insects and bugs, it has a significant carcinogenic effect
on human beings as well. The list is by no means very
tenuous. The 1984 highly toxic gas leakage from the
Bhopal Union Carbide plant had such a high toll in terms
of mortality and morbidity that the deleterious effects of
such toxic gases are evident.

Nuclear power plants: No matter how much precaution
is adopted in dumping the nuclear waste products or
releasing the (low level) radioactive gases in the atmos-
phere, such radiation effects can affect human being in
inhalation, absorption and ingestion modes. The casualty
from various power plant leakage bears this testimony.
The impact of nuclear warheads and weapons (including
bombs) can be even more disastrous.

There are literally thousands of occupational hazards
and toxicity sources, and it might be better to check occu-
pational safety and security standards to minimize their
impact.

Waste products: Industrial and domestic waste products
generally produce a lot of toxic effects. Sulphur PMs,
nitrogen dioxide, mercury, carbon monoxide from oil
refineries as well as thermal power plants, nuclear and
chemical plants waste products, and even the garbage
collected from households contain significant toxic mate-
rials. All modes of intake are active in this respect. We
refer to (refs 1 and 2) for some discussion.

Behavioural, reproductive and neuro-toxicology

Our engulfing toxic environment often works silently in
slow progression at an early phase of intervention, and
then at an opportune time, switches its gear and pounds
into deleterious impacts. The intimate relationship
between body and mind in the entire animal world
(including human being) has been well established. A
healthy body (especially at the developmental stage) tends
to have harmonious impact on a healthy mind. Continual
health problems, particularly relating to chronic diseases
and irreversible disorders, may significantly affect the
quality of life and behavioural patterns. As much as
malnutrition has a significant influence on mental health-
related illness, toxicity has a similar impact on personality,
outlook on life, and quality of life; this branch of toxico-
logy is referred to as the behavioural toxicology. Domes-
tic violence, irrational thinking processes (including
committing suicide), clinical depression, addiction to
drugs and alcoholic drinks may all be linked to the broad
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spectrum of toxicity that surrounds us in our everyday
living. In fact, the aging process is also tied-down to the
environmental toxicity in a broad sense, though a direct
causal relationship may be hard to establish; genetic toxi-
cology is coming up with good evidence of such behav-
ioural dysfunctions due to toxicity in our bioenvironment.
Epidemiology has long been involved in this field of
research through mostly observational or case-control
studies. Environmental and genetic epidemiology are also
going through evolutionaly growth in acquiring fruitful
information in this respect.

Reproductive (and developmental) toxicology deal with
adverse effects on male and female resulting from expo-
sures to specific toxicants that may lead to reduced ferti-
lity, alterations in sexual behaviour, adverse pregnancy
outcomes and alterations of other functions relating to the
reproductive system (including depression)’. On the other
hand, developmental toxicity relates to adverse effects in
the developing organism due to exposures to either parent
before the actual conception or during the prenatal or the
postnatal development; these include still-birth, birth
defects, teratogenesis and structural abnormality, altered
growth, and abnormal functions. For people exposed
regularly to anaesthetic gases, a decrease in fertility and
premature birth problems have been observed; among the
smokers in their pregnancy, early pregnancy loss, reduced
body weight for babies and other birth defects are more
commonly observed. Toxic gases, such as dioxin, may
have adverse reproductive and developmental toxicity
effects.

Neurotoxicology deals with the impact of toxicity
(mostly, prevailing in surrounding environment) on human
nervous system which is controlled by the central nervous
system (CNS) located in the proximity of the brain. Toxic
elements in the cardiovascular system resulting from
either inhalation of toxic gases or PMs, or ingestion of
toxic foods or drinks, and also absorption of toxicity
through skin, may generally impair the normal working
environment of the CNS. Reduced flow of oxygen to the
cortex area is a significant factor in this respect, and com-
pounded with other toxic elements in the blood in the
upper aorta, it can have even far more devastating effects.
A less-than-ideal level of functioning of the CNS and the
cortex can also affect the personality and sense of secu-
rity. Thus, behavioural toxicity and neurotoxicity are
quite interrelated. Even reproductive toxicity has a good
bearing on both behavioural and neurotoxicity.

Genetic toxicology

The impact of environmental toxicity, in a broad sense (as
depicted earlier), has crossed the traditional biochemical
and biomedical boundaries and permeated well into the
frontiers of genotoxicity. The very basic fact that often
toxicity interacts with the genetic material and transmits it
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in a chain of cell divisions with potential carry over
effects on the future generations as well. Moreover, such
toxicity studies at the molecular level may sometimes
provide clues for cancer etiology, and modern molecular
biology has indeed come up with a challenging task to
incorporate genetic toxicology in deeper understanding of
progression of genotoxicity in living organisms.

The advent of molecular biology and cytogenetics has
opened up a wide area of research potential for under-
standing how far toxicity can be related to the genes, the
carriers of hereditary traits. On one hand, the present gen-
eration of scientists are running after the gene therapy
wherein either a gene carrying a virus or a disease code
can be repaired or better be replaced by a host of genes
who are free from this virus or disease code. On the other
hand, back in the mind of these super-scientists is the
aspiration of building a super human race by such gene
transfers or repairs. Obviously, even now, there are for-
midable roadblocks to transfering their dreams to reality.
These new genes need to be transplanted in the cells con-
taining the old ones, and in a predictable setup, these in-
truder genes should be able to eliminate the host ones. As
this replacement process generally involves a gene-war
against the host genes, it is quite possible that the immune
system may turn to be rather aggressive, destroying not
only the harmless virus in the intruder genes but also its
own vital organs. Chemotherapy, often used for cancer
treatment, has this characteristic kick-back. Gene therapy
at the present time is also confronted with the same
dilemma: preserving the vital organs in this gene-war
while allowing the intruder genes to take over the control
in a way so as to eliminate the target virus completely
from a target organ. For this reason, genetic toxicology is
more commonly investigated with subhuman primates,
like rodents, monkeys and cats or dogs, along with the
hope that the acquired findings would remain pertinent to
human beings as well (a gene-way from mice to man!).

Genetic toxicology or mutagenesis focuses on the study
of agents that damage DNA (deoxinucleic acid) and
related genetic material. Such agents have the capability
to alter the human gene pool with unknown but potentially
deleterious consequences for future generations. There is
a broad range of toxicants that lead to such DNA damages
and alterations. In this context, there is a firm belief that
inhalation is the primary industrial/environmental site of
uptake of toxins. For that reason, usually genetic toxico-
logy assays are related to inhalation toxicology: radon
inhalation, inhalation of tobacco-related chemicals, for-
maldehyde inhalation, inhaled arsenic products, butadiene,
benzene and mineral fibres. Also these assays were mostly
based on animal exposures. Effective dose levels and
exposure time periods are very crucial in such studies.
There are lots of statistical issues related to the validity of
such assays and their ability to transfer the findings to
human exposures that could be far different from the labo-
ratory animals. We shall discuss these briefly later on.
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For human exposures, initially, genetic toxicology assays
were employed to screen for environmental mutagens and
presumptive carcinogens. DNA damage, however, may
also be a factor in other diseases, such as aging, depres-
sion, etc. The use of biomarkers has made it possible to
formulate genetic toxicology assays for human being in an
epidemiologic setup and under some controlled experi-
mental setups. Of course, as these assays are meant for
human subjects, generally low dose studies are contem-
plated, and the basic issue of utilizing statistical informa-
tion from such low dose assays to normal exposure ones
remain a challenging task. In this context, we may also
refer to bioassays that may be considered for bioavailabi-
lity and bioequivalence studies, though there are some
basic differences in the two setups. In clinical therapeutic
equivalence trials, bioassays mainly relate to assessing
relative potency, while in bioequivalence trials, usually,
the relative bioavailability of different formulations of a
drug are compared, so that pharmacologic results of admi-
nistrating essentially a common drug in alternative forms,
such as capsules vs tablets or liquids, and/or dose levels
and/or frequency of prescription capture the main interest.
Bioequivalence trials are more commonly applied on
human subjects with proper safeguards from initial animal
and therapeutical studies®.

Radioimmunoassays are labelled with (usually small)
doses of radioisotopes; in immunoradiometric assays an-
tibodies are labelled. For a broad range of antigens, such
radioligand assays enable the estimation of potency from
a very small quantity of material and usually with high
precision. Such assays are based on radiation counts at
various doses in a fixed time period. In this way, potency
estimation involves the relationship between counts of
radioactivity and dose, usually at low levels’.

Assays for genotoxicity can be used as predictors or
biomarkers of disease, especially cancer®’. Although the
relationship of biological markers to exposure and disease
can be conceived in a simple model allowing susceptibi-
lity and environment life-style to be related to internal
dose, biologically effective dose to biological responses,
altered structure/function, to disease to prognosis — in reality,
there are considerable complexities due to the multi-
tude of interacting factors, the diversity of potential
biomarkers, each with its own sensitivity and specificity
for disease predictivity, and the difficulties in construct-
ing prediction batteries of biomarkers. Genetic toxico-
logy, in general, is being heavily influenced by the
molecular revolution. DNA is made of two strands of
nucleotides with a large number of positions or sites, each
position on the strand containing four possible bases
(labelled A, C, G and T). Thus, DNA represents seque-
nces of qualitative responses, For such multiposition
strands, it might not be wise to introduce simple first-
order Markov models to model DNA sequence data, and
hidden Markov models (HMM) have been advocated by a
number of researchers®. There are certain conceptual gaps
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in the statistical adoption of HMMs, and we shall discuss
these later on.

Statistical perspectives

Given the above outline of toxicology in relation to our
body, mind, our bioecosystem, and society as a whole, the
basic concern is to identify the toxicity undercurrents, to
have a complete inventory of toxins of various kinds, to
arouse our awareness to the grave impact of such toxi-
cants, to study their mode of progression and distribution
[i.e. pharmacodynamic-pharmacokinetic (PDPK) aspects],
their (molecular) biological interaction and impact, to
quantify the risk due to toxicants, and effectively accom-
plish the risk assessment task with a view to promoting
global safety standards and improving the quality of life.
In all these aspects, statistical reasoning plays a funda-
mental role. Several broad aspects of statistical perspec-
tives need to be appraised in this setup. Broadly speaking,
collection of relevant toxicologic data that can be put to
statistical modelling and analysis schemes needs careful
planning as well as skillful sampling techniques (as a
complete census is often ruled out). In many situations,
we may have, at best, some observational studies (mostly
posed from epidemiologic considerations), and it could be
a challenging task to validate statistical analysis in order
to procure objective conclusions. For this reason, epide-
miology and biostatistics need to be blended to accom-
plish this task as effectively as possible. Animal or
dosimetric studies are often advocated to gather informa-
tion of therapeutic and toxic factors and their impact on
the end-point(s) in mind. There are, however, some road-
blocks to such dosimetric studies, especially in environ-
mental toxicology, and hence, we need to appraise them
too. Bioassays are more often used in pharmacologic set-
ups, and are quite useful in toxicologic studies as well.
There are some other statistical issues relating to toxico-
logy that deserve some appraisal too. We present an out-
line of this statistical complex below.

Design and analysis of toxicological studies

Toxicologic studies are either made on animals (in vivo or
in vitro) or on human subjects; the latter being under
various observational setups rather than in strict experi-
mental ones. Typically, such studies are made first on
subhuman primates to set appropriate dose and exposure
levels as well as examine possible side-effects or other
forms of toxicity (besides the main end-point under con-
sideration). These animal studies are generally referred to
as dosimetric assays. Even such dosimetric studies differ
considerably from conventional laboratory experiments
which can be usually conducted under relatively more
controlled experimental setups. Toxicity in environment
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and in other natural forms often have latent effects, usu-
ally working in a rather synergism mode, and often, may
have difficulties in identifying the principal end-point(s).
Because of these reasons, conventional designs that are
used in agronomic or industrial studies or even in clini-
cal/medical studies are often inappropriate for such toxi-
cologic investigations. Although longitudinal studies or
repeated measurement designs have more relevance to
toxicologic investigations, simple statistical tools are usu-
ally not so appropriate in such contexts due to model
complexities, considerable degree of spatial and temporal
variations, and the very nature of the response pattern. We
may conceive of a simple dose-response model wherein a
simple linear or specific nonlinear regression function
with distributional homogeneity of the residuals from the
regression is conceived, and often even the error distribu-
tion is taken for granted to be Gaussian. This stationarity
of the errors in a statistical sense is a fundamental assum-
ption of statistical modelling and analysis schemes, and
often blocked designs are used to reduce further the
margin of errors’. In a multivariate setup'®, multivariate
analysis of variance (MANOVA) models have been
developed even under more complex designs relating to
multi-factor and multi-response experiments. Here also,
distributional homogeneity of the error vectors, additivity
of the treatment and factor effects, and normality are taken
for granted. In recent years, more emphasis has been laid
down on robustness aspects that introduce flexibility to
the models''. However, additivity and some other homo-
geneity conditions remain as vital components of the basic
regularity assumptions. In toxicologic studies, especially
relating to environmental toxicants, the degree of homo-
geneity of the distribution of errors, the additivity of the
effects, and above all, Gaussian distributional patterns
may all be questionable to a larger extent. As such, what-
ever optimality considerations pertaining to standard sta-
tistical designs may no longer be pertinent to toxicologic
studies. This serious aspect deserves a careful appraisal, and
will be made later.

Sampling schemes

Accurate determination of prevailing toxicant levels and
their interactive mode of action need a careful statistical
appraisal. In agronomic studies, laboratory experimenta-
tion, or in many other fields of application, simple ran-
dom sampling (SRS), with or without replacement, is
generally adopted. This permits standard statistical tools
to draw statistical conclusions subject to assertable levels
of margin of errors. In more complex studies, instead of
SRS, one may have unequal probability sampling (UPS)
schemes, again with or without replacement. In toxi-
cologic studies, particularly in environmental toxicology,
the prevalence of toxic elements may not follow a regular
or even smooth pattern. Moreover, for all practical pur-
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poses, it might not be feasible to record the prevalence
data cloud on a continuous basis over a spatial and tempo-
ral domain. Usually, a certain number of grid-points are
chosen as monitoring sites, and data collected from such
points, spanning a time period, are incorporated in the
study of spatio-temporal variation over the area spanned
by the chosen grid-points. In view of the paucity of such
grid-points, enormous (and uncontrolled) variability in the
level of contaminants, and rather complex PDPK under-
currents, it is quite important to pay adequate attention to
the sampling scheme and the number of observations that
may be needed to draw statistical conclusions with some
postulated margin of error. Further, in atmospheric toxic-
ity, usually a three dimensional grid set is used to study
the effect of altitude and the distance from a contami-
nating source, and in addition, nonstandard recording
device may be needed. This may complicate the sampling
scheme. In many cases a systematic sampling scheme is
used for administrative convenience, though that might
lead to inappropriateness of standard statistical metho-
dology for drawing objective conclusions from acquired
data sets.

Epidemiologic undercurrents

In a conventional setup, observational studies are usually
made for toxicologic investigations involving human
beings, while laboratory experiments are advocated for
animal studies. Even for such dosimetric studies, a com-
plete randomization may not be always adoptable, and
intracluster dependence pattern may cause serious pro-
blems in statistical modelling and analysis. For epidemi-
ologic studies, often, case-control, matching, and cohort
analysis methodologies are recommended for better con-
trol of bias and undesirable variation. For purely observa-
tional studies, there may be a basic issue: how far
statistical modelling and analysis can be incorporated in
such studies? In view of the paramount importance of
such scientific findings and their impact on our commu-
nity as well as public health, there is a genuine need to
explore appropriate and valid statistical modelling and
analysis schemes that would match the type of observa-
tional studies employed; we refer to a recent volume’
where such statistical issues have been addressed thoroughly
(by a host of contributing authors). At present, there is
considerable emphasis on genetic epidemiology and envi-
ronmental epidemiology which have also good relevance
to toxicology. (Bio-)statistics and epidemiology have
been working in close cooperation in resolving some of
the basic issues in such epidemiologic studies. One of the
most significant developments in this context is the evolu-
tion of clinical epidemiology that borrows strength from
pilot dosimetric studies and applies them to human sub-
jects through controlled clinical trials. In this manner,
there has been a harmonious blending of epidemiologic,
clinical and statistical reasonings.
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Biomechanistic and PBPK modelling

Advances in biotechnology and modern computer techno-
logy have made it possible to advocate suitable models
that incorporate the basic biological and toxicologic
factors in the depiction of the intake process of toxicants,
their pathology and biological/toxicologic impact in terms
of appropriate biomathematical formulations, and on top
of that, impose stochastics to reflect the unaccounted
variations associated with the process. These constitute
the physiologically-based pharmacokinetic (PBPK) models.
In the presence of genotoxicity, such models may gener-
ally become more complex due to linkage and other
genetic stochastics factors that involve more dominant
stochastic elements. For example, growth of a tumour
possibly leading to cancer can be related to the intake of
certain specific toxicants in certain specific mode, and
such stochastic biomechanistic models may be quite use-
ful, particularly for studies involving rodents or other
subhuman primates. In lung diseases, such a biomechanis-
tic model may become more complex due to genetic effects
and highly variable environmental effects. Occupational
hazards also contribute more toward a complex stochastic
environment for which simple models may not work out
properly. For this reason, PBPK modelling is often advo-
cated to incorporate more biological and toxicologic
understanding of the whole intake process and its after-
math. At present, there is a lot of emphasis on the so-called
stochastic partial differential equations (SPDE) which
have the natural ability to incorporate stochastics in nice
diffusion process formulations, and at the same time, the
deterministic factors in terms of the parameters that
appear in such SPDEs. On the other hand, in a majority of
cases, especially involving human subjects, such SPDEs
are quite complex and involve a large number of para-
meters; statistical interpretations and drawing conclusion
from such SPDE models may often become difficult.
There is ample room for more developments in this much
needed area of statistical research.

Dosimetric studies

Animal studies or dosimetry can be regarded as the pre-
cursors of serious scientific toxicologic studies. Basically,
most of the toxicity studies, though aimed for human sub-
jects, cannot be directly applied to them; rather, there is a
need for delicate dose and therapeutic evaluations, as well
as safety considerations. As a preliminary step to gather
such pertinent information, animal studies are usually
prescribed, though often with some limitations. There are
several advantages of animal studies compared to human
studies. Such studies can be conducted under relatively
more controlled laboratory setups, and hence, statistical
modelling and analysis aspects are relatively simpler.
Also, cost-wise dosimetric studies are more economic
than human ones. Moreover, from therapeutic and dose
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setting points of view, such studies can provide valuable
insights for subsequent studies involving human beings.
On the other hand, subhuman primates may vary considerably
from human beings in body metabolisms, pharmaceutical
dynamics and kinetics, and hence, incorporating the find-
ings from dosimetric studies for designing and modelling
of toxicologic studies involving human beings may re-
quire a very careful appraisal.

Biological assays or bioassays

These are akin to dosimetric studies; traditionally, a new
and a standard preparation (that could be toxic in some
sense) are compared by means of reactions that follow
their application to some subjects or living organisms, and
the basic objective is to study the relative potency of the
new preparation with respect to the standard one. In this
sense, bioassays are somewhat different from toxicologic
studies, where there could be a lack of a control or
placebo group against which the treatment group should
be statistically compared. Rather, in toxicologic studies,
there is a more dominant dose-response relationship
emphasis in which the dose levels may not be determined
that accurately (nor the responses), and there could be
more unaccountable variation due to the complexities of
environmental and behavioural factors. Nevertheless, in
terms of statistical methodology, bioassays in a broad
sense” have some common features with toxicologic assays.
Radioimmunoassays5 are good examples in this context.
Bioavailability and bioequivalence trials are also used for
toxicologic studies”.

Whither dose-response regression?

Although there is a predominant dose-response flavour in
the sense that the dose refers to the various toxic sub-
stances and their prevailing levels while the response
relates to the reactions that follow the intake of toxic ma-
terial by various organisms, most notably, human beings,
there are some crucial steps that need to be examined be-
fore attempting to use standard dose—response regression
models. Let us iterate some of these roadblocks and
explain the surrounding complexities and difficulties in
the light of statistical perspectives.

(i) Accurate or reliable identification of the actual toxins
and their effective dose levels: In general, there may be
a (large) number of toxic elements (some of which may
even be latent) with rather diverse mode of propagation,
and hence, putting such a complex dose system may need
considerable appraisal from various aspects. From a sta-
tistical standpoint, there may be the basic question of
identifiability of all or even the majority of toxins that are
particularly relevant in a specific context. In a majority of
cases, even a simple model with a definite pattern of syn-
ergism of these toxins may not totally meet the light of
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reality of the actual pattern, and hence, elimination of
redundant statistical information is a basic problem in
such modelling and analysis schemes.

(ii) Measurement errors and compliance issues: A basic
requirement in a dose-response regression analysis is the
precise determination of the dose levels and the res-
ponses, no matter whether they are quantitative or quan-
tal. However, in toxicologic studies, even in simple
dosimetric ones, an accurate determination of the dose
levels may not always be possible. In conventional linear
models, measurement errors have been accounted in vari-
ous forms'?, and it might be quite intuitive to incorporate
some of these findings in the current context. However, as
we shall see later on, there are some limitations for such
standard adoptions. In dosimetric studies and more
noticeably in actual environmental toxicology studies, an
administered or recorded dose level may be grossly inap-
propriate as a regressor, and because of differential expo-
sure levels, stochastic compliance error models' are more
appropriate. Basically, such models are closely based on
either Bayesian methodology or historical control and
additional information on the compliance pattern.

Whither conventional regression models?

One of the basic approaches to the dose response regression
modelling is to incorporate a suitable linear regression
model, following transformation on the dose and/or res-
ponse variables as needed to induce more linearity of the
regression function and/or normality of the error compo-
nents. In the same vein, generalized linear models'* have
been advocated for quantal response models and other
types of nonstandard regression forms. In the context of
multiresponse models with possibly non-continuous vari-
ables and latent effects, the appropriateness of (general-
ized or general) linear models may often be questionable.
In fact, their primary shortcoming may be the lack of
robustness property (to plausible departures from model-
based assumptions, even to a moderate extent). On top of
that, measurement or compliance error can introduce con-
siderable complications in such standard models, and may
even invalidate the models. For this reason, nonparamet-
rics have been advocated for a wide class of models that
arise in dosimetric studies, bioassays and bioequivalence
trials which are potentially related to toxicologic stud-
ies"”. For some allied semiparametric approaches, we may
refer to Clegg et al.'®. Model misspecification and meas-
urement errors in covariates have been studied in this con-
text (see also Clegg et al.'’). Basically, these are all large
sample procedures, and there remains considerable scope
for developing moderate to finite sample solutions.

Spatio-temporal models

Generally, in environmental settings, data are collected on
a set of grid-points scattered in a region, and a set of time
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points covering a period. The matrix of observations is
then incorporated in a spatio-temporal setup to draw con-
clusions for the region and time period. Since, we may
have generally count variables, or even qualitative data
models, without a reasonably stationary pattern, the usual
variogram-model based statistical analysis may not be
suitable; in fact, the very linearity or additivity of the
accountable factors might be questionable, and hence, the
usual methods based on kriging and spatial homogeneity'®
may not be that appropriate. Actually, some local homo-
geneity of spatial covariation is often assumed in order
that standard kriging and variogram models can be
adapted, though with a slower rate of convergence. Bayes-
ian methodology, under appropriate priors on the spatial
variation, is also being applied in this context'®. Small
area estimation procedures are also being incorporated
(ref. 20, and references cited therein). A complete non-
parametric approach may usually require larger sample
sizes. In this respect, nonparametric and semiparametric
longitudinal and spatial data analysis models (viz. ref. 3,
and references cited therein) appear to be more appropri-
ate. This is currently an active area of statistical research,
and there is ample room for further developments.

Stochastic partial differential equations

In the context of PBPK models and in pharmacodynam-
ics, some work has been in progress wherein SPDE have
been incorporated with Gaussian white noise components.
This is a promising line of attack, and much of the success
would probably depend on how we can have sound statis-
tical interpretations of the Fourier coefficients that appear
in these SPDEs, and how effectively we can estimate
these coefficients from experimentally acquired or obser-
vational data sets not enormously large in size.
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