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Laser-driven shock wave experiments have been per-
formed to determine equation of state (EOS) of cop-
per using impedance matching techmnique in the
pressure range 8-11Mbar. A 2J/200 ps Nd:YAG
laser beam is used to induce dynamic shocks in alu-
minium foil (reference material) and Al-Cu layered
targets. EOS of copper is obtained at shock pressures
of 8.9 Mbar and 10.4 Mbar with a pressure enhance-
ment of ~1.66 at Al-Cu interface. The experimental
data points are consistent with the predictions of the
EOS model based on first principle theory and are
also in close agreement with the simulation results ob-
tained using one-dimensional radiation hydro-code
MULTI that uses SESAME data tables for EQOS and
opacity values.

EQUATION-of-state (EOS) of a material at high pressures
is an important input parameter for astrophysics, geo-
physics, inertial confinement fusion and hydrodynamic
codes used for the simulation of fission, fusion devices.
The EOS data up to 5 Mbar pressure is obtained with
high explosive loading facility or using a high-pressure
gas gun'. The pressure above 10 Mbar in the past had
been obtained from underground nuclear explosions, but
these measurements are difficult due to high cost and re-
quire large experimental configurations®™*. The efforts in
the recent past reveal that laser-driven shock wave tech-
nique can be employed for achieving shock pressures of
1040 Mbar within 15-20% accuracy in the laboratory
conditions™®. Recently, experiments using indirect drive
method measures the shock pressure within an accuracy
of 3-4% (ref. 7). With these developments it appears that
laser-driven shocks can be used for the generation of ac-
curate high-pressure data. These data can be utilized as a
testing ground for the first principle theoretical models
that is used for generating the EOS data in the pressure
region not yet accessible experimentally. In this paper we
present the extension of laser-driven shock wave experi-
ments performed at CAT, Indore, to determine the EOS
of copper (Cu) between 8 and 11 Mbar using impedance

*For correspondence.
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matching technique. A 2J/200ps Nd: YAG laser beam is
used to generate shocks in the planar Al foils and Al-Cu
layered targets. The shock luminosity is recorded with a
high speed S-20 streak camera. The experimental data
obtained compares well with the numerical simulations
performed using 1-dimensional radiation hydro-code
MULTI on the shock pressure volume Hugoniot curve.
This paper also presents the theoretical calculation of
EOS of Cu that takes into account the contribution of
first principle cold energy, thermal lattice vibrational and
electronic excitation energies at various compressed vol-
umes. The pressure as a function of compressed volume
is found to be in agreement with the reported results of
our experimental points as well as with the data from the
other laboratories.

Having established the technique for EOS® measure-
ment using laser-driven shock wave propagation in single
and two layer targets, the aim of the present study is to
extend it to another material copper for which data exist
from other techniques above 10 Mbar pressures™'®. The
suitability of first principle EOS calculations for generat-
ing the reliable data is checked for its use in theoretical
simulations.

Figure 1 shows the schematic diagram of the experi-
mental setup used to generate laser-induced shock in thin
foil targets. A 2J/200ps laser beam with good spatial
quality TEMy, output is used as a driver. The laser chain
consists of a modified single shot commercial laser oscil-

lator (Model PY61C-10) from M/s Continuum USA, Ex-
ternal Pulse Selector (EPS), two silicate glass amplifiers
and a Faraday isolator. The EPS based on avalanche tran-
sistor (2N5551) switching has been incorporated in the
laser chain to increase the contrast ratio of the laser pulse
to >5000:1 which otherwise is not suitable for laser-
induced shock studies due to its poor contrast 50:1. A
microprocessor-based control unit controls this MOPA
chain. The laser beam is focused at incident intensity of
~10" watts/cm® on the 5 um Al foil target and layered
target consisting of 5 um Al foil + 1 pm Cu kept in vac-
uum chamber evacuated to ~107 torr. The shock lumi-
nosity signal at the rear surface of the target upon shock
unloading is recorded with a high speed S-20 streak cam-
era'' with a temporal resolution of 5 ps as shown in Fig-
ure 1. A fiducial signal that serves as a marker for arrival
of laser pulse on the target is also recorded each time the
laser is fired on the target. This signal is generated by
sampling part of the laser beam (~4%) and converting it
to second harmonic before sending it through the optical
fibre whose tip rests on the slit of the streak camera. The
experimental technique is described in detail in ref. 8.

The shock velocity in pure Al foil of 5 pm (thickness
variation + 0.1 pwm) used as the reference material is de-
termined at absorbed laser intensities of 4.4 x 10'* and
3.8 x 10" W/cm® as shown in Table 1. The corresponding
particle velocity and pressure in Al is calculated as per
Rankine—-Hugoniot relations:

Pulse Slicer Picosecond Nd:YAG Laser
_— Konaii — P Pl 180mJ/200ps
plifier plifier . -
A2 Al C"P"]‘“i?d‘i’:‘:lmg Control Unit
‘r B AV 1 t A T T
eam Dri o Electrical r rigger
Expander ver * Delay k) Generator -
A d

F-
2E
B Optical Vacuum
el Delay Chamber

Figure 1.
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Table 1. Results of Al-Cu impedance match experiment

Aluminium Copper
Absorbed Shock Particle Shock Particle
laser intensity Shock velocity velocity Shock  velocity velocity
~(x 10" Target transit  (x10°cm/s) (x10°cm/s)  Pressure Target transit (x10°cm/s) (x10°cm/s)  Pressure
Watts/cm® thickness time (ps) us(Al) u,,(Al)'r (Mbar) P, thickness  time (ps) u; (Cu)* up(Cu) (Mbar) P,

4.4 5pm=0.1
3.9 5um+0.1

243+3.2 2.06£0.05 1.13+£0.03 6
257+3.2 1.94+0.04 1.04£0.02 5

24+£030 1um+0.05 66+3.2 1.54+0.12 0.76+0.05 10.38 £0.96
44£025 1uym+0.05 75+3.2 1.45£0.09 0.70£0.04 8.90%0.81

ug(Al) = 0.5386 + 1.339u,(Al).
*14,(Cu) = 0.3933 + 1.51uy(Cu).
Pressure multiplication (m) ~ 1.66.

L~ 4.4x10" Watts/om”

I2 =13.97x10" Watts/ecm’
20 I-_ L] Ll L] l L] T L] L]

L Pressure Hugoniot of Al
. -+~ Reflected Hugoniot of AlatI
\ T — Rellected Hugoniot of Alat I

e . BEEEY Rayleigh line of Al at 1, )

B Y £ —— Rayliegh line of Al atl S
i b ——— Pressure Hugomniot of Cu

15 |- . T Rayliegh line of Cuatl,
L \-.\ Rayleigh line of Cu at1, /
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Figure 2. Hugoniot curve for Al + Cu layered target.
us = a -+ bu,, (1) The layered target consisting of 5 pm Al foil + 1 um
Cu is used to determine the EOS of Cu using impedance
P = pouty, (2)  matching technique. Copper is deposited on the rear sur-

where a and b are constants, i is the shock velocity
(10° cm/s), uy is the particle velocity (10% cr/s), p; is the
density (g/cc) of the material and P is the pressure
(Mbar). For Al, a=0.5386, b =1.339 and p,=2.7g/cc
and the shock pressure at the two absorbed laser intensi-
ties is found to be 6.24 and 5.44 Mbar respectively as
shown in Figure 2, which represents the Hugoniot curve
in P—u, plane.
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face of the foil using vacuum deposition technique. Suit-
able arrangement was made in the coating unit to achieve
good adhesion between Al and Cu and to keep the thick-
ness variation within +0.05 um. Figure 3a, b shows
typical recorded shock luminosity signals in pure Al and
Al-Cu layered target respectively. These luminosity sig-
nals were recorded at the same absorbed laser intensity.
As shown in Figure 2 and represented in Table 1, the
reflected Hugoniot curve of Al cuts the experimentally

CURRENT SCIENCE, VOL. 85, NO. 6, 25 SEPTEMBER 2003
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determined Rayleigh lines of Cu at 10.38 Mbar and
8.90 Mbar on P-u, plane for shock velocities of
1.54 x 10°cm/s and 1.45 x 10° cm/s respectively. For Cu;
a=0.3933, b=1.51 and p, = 8.93 g/cc. The pressure en-
hancement factor at the Al-Cu interface is found to be
1.66.

The values of (a, b) = (0.3933, 1.50) as per eq. (1) is
obtained by applying best linear fit to the experimental
data as shown in Figure 4.

e Shock Luminosity in Al
!

1

Figure 3. a, Shock luminosity signal in Al target; b, Shock luminos-
ity signal in Al + Cu layered target.

T T T T T T T T T T T T T T T T
1.6 o u=03933+1.5lu  (LASLData)

1 u=0.3933 +1.50u_ (Experimental Data)

1.2 1
1.04

0.8

Shack velocity u, (x 10° cmisec)
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Particle Veloclty u, (x 10° cm/sec)

Figure 4. Experimentally obtained us—up relaiionship.
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A proper radiation hydrodynamic simulation can serve
as an important tool in predicting proper target thickness
that can avoid the effects of preheating and also ensure
steady state shock wave propagation conditions. The one
dimensional (1-D) numerical simulation study using ra-
diation hydro code MULTI' shows that for the experi-
mental laser irradiation (/= 10" W/cm% A= 1.06 pm;
pulse FWHM =200 ps), the base material must be
thicker than 3.4 wm to reach stationary condition. The
experiment was performed with varying Al foil thickness
from 4-8 wm for measuring the shock velocity®. We also
noticed that the shock wavefront as well as pressure pro-
files reaches a steady state condition at 250 ps after the
start of the laser pulse and it continues in this state till it
breaks out from the rear surface at 300 ps. We have also
simulated Al-Cu targets for our experimental conditions
where we find that the shock pressure gets enhanced by a
factor of ~1.67 at the boundary of the two materials as
represented in Figure 5.

The EOS of Cu was theoretically simulated by employ-
ing models" using the first principles energy band struc-
ture results. We calculate at various volumes the total
energy, that is the sum of cold (absolute zero) energy, the
thermal lattice vibrational and electronic excitation ener-
gies. The cold energy is calculated using all-electron full
potential linear augmented plane wave (FP-LAPW)
method as documented by Blaha ez al."*"* with generalized
gradient approximation (GGA) for exchange correlation'®.
The calculated equilibrium volume of 80.52 (in a.u.) per
atom is about 1.15% larger than the measured value and
the bulk modulus of 1.42 Mbar compares well with the ex-
perimental value of 1.40 Mbar. The calculated Griineisen
parameter is 2.12 as compared to the experimental value
of 1.97 (ref. 17). This value of the bulk modulus was used
to compute the Debye temperature to estimate the lattice
thermal energies at various compressions by the

Boundary of Al-Cu

14 FETWE FWW ] | PR | PR lavuay Liauas | T | e
Al (5.0 pm)

12 4

10

8 <

"

Pressure (Mbar)

Mesh Number

Figure 5. Pressure profiles for Al + Cu target.
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Debye-Mie Griineisen model'®. This is based on the as-
sumption that the vibrational energy levels of ions are the
same as those of harmonic oscillators. Using the average
lattice Grilneisen parameter, the corresponding contribu-
tion to pressure was estimated. The free electron Fermi-
Dirac formulae using density of states at the Fermi level
obtained by our FP-LAPW calculations were used to es-
timate the electronic thermal excitation energy and pres-
sure. The electronic Griineisen parameter (}.) needed for
the calculation of pressure due to thermal electronic exci-
tations was computed by using the electronic band struc-
ture results by employing the formula'®

Ye = [VIN(ER))/[AN(EE)/dV], (3)

where the density of electronic states, N(Eg), at the Fermi
level (Eg) at volume V is obtained from the calculated
electronic bands at various compressions. The total
energy and pressure at each volume as a function of tem-
perature was used in Rankine-Hugoniot relations to ob-
tain the Hugoniot pressure, volume and temperature self-
consistently. The Lindeman law and dislocation-mediated
melting formalisms were used to generate the melting
curve®?!, We found that melting due to irreversible
shock heating along the shock Hugoniot of Cu occurs at
around 2.5 Mbar. It is thus natural that the liquid Hugo-
niot calculations should be used above the shock melting.
However, it has been found that Hugoniot P-V curve in
solid and liquid states are in mutual agreement within ex-
perimental error bars®, hence all the calculations were
carried out in solid state by neglecting the liquid disor-
der. Figure 6 depicts the comparison of the calculated
room temperature isotherm with that of Nellis et al.?. Tn
evaluating this isotherm we have also checked that Cu
does not undergo a structural phase transition to other

12 — e o
—— Theoretical
@® Nellis etal [22]
10 <4 E

24 ‘\o\ .
.\\
0 T T T 1 T T T T T T
0.4 0.5 0.6 0.7 0.8 0.9
Compressed Volume V/V
Figure 6. Room temperature isotherm curve.
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commonly occurring structures (hep, bee), which could
change the isotherm at pressures higher than the transi-
tion pressure, especially in view of a similar high pres-
sure transition predicted in gold®. Since the particle
velocity and the compressed volume relation is

VIV = 1-u/us, 4)

where V is the final volume achieved after compression
of the material by a shock wave and Vj is the volume at
the initial state; the pressure from eq. (2) can be written
as a function of compressed volume as

Pressure P = pouSZ(I—V/ Vo)- 5)

The simulated and experimental data on Hugoniot P-V
curve along with those of other laboratories™ > are
shown in Figure 7.

The laser-induced shock generation in thin metal tar-
gets for EOS studies aims at minimizing the possible er-
rors that are introduced in the shock velocity, particle
velocity and pressure. The impedance matching tech-
nique analysis involves: (a) Evalvation of EOS (P, p, E,
us, up) point in the reference material from the measured
shock velocity, (b) Construction of reflected pressure
Hugoniot curve at the reference point of the shock re-
flected in the unknown material, (c¢) Intersection of the
reflected Hugoniot with the Rayleigh line of unknown
material that gives the common EOS point in P—u, plan.
Thus at the intersection point of reflected Hugoniot and
the Rayleigh line, the error in pressure is quadrature and
is given by

2 2
AP/P = N[(APreidPred)® + (AP i/ Puaid)’], (6)
18 r—rTr—rrp 77T T T T
] SESAME Cu ]
16 3 ®  Expenmuental Pomts CAT ]
1 & Our Simulation from Fust Principle
] ! = Mitshell[25] ]
1 4 & AWE([26] N2
L Kormer[27] 1
] Alshuler[ 28] 4
12 ] & Trunm[29) _:

Pressure Mbar
fo:]
1

PSP AT A AT I IS

IS
PN PR WU RS FPTrs Prew

2
[ e o T M ——
0.4 0.5 06 0.7 0.8 0.9 1.0
Compressed Volume V/V,
Figure 7. Pressure Hugoniot curve represented as pressure vs com-

pressed volume.
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where AP /P, is the error in the reference material (Al)
and AP/ Pk 18 the error in the unknown material used
(Cu). Since P = pusupfxpusz on a pressure Hugoniot curve
and P pug on a Rayleigh line, the eq. (6) leads to

AP/P = '\![(Apﬂlpﬂ)zref"' 4(A”s/us)2ref H# (Apﬂ‘lpﬂ)zunk
+ (Autg/u) . ™

Density error in Al is ignored since the foil (thickness
variation + 0.1 um) was procured from a standard manu-
facturer. However the density of Cu normally achieved
by the vacuum deposition technique is ~ 0.96 of the solid
density’. Thus eq. (7) leads to

AP/P = \][4(Aus/us}2ref + (Apﬂ/pﬂ)zunk o5 (A“s/”s)zunk]- (8)

The fractional errors are assumed to be independent but it
is equal for each step. The possible errors that contribute
to the shock velocity are errors due to the foil thickness
variation, transit time and streak camera calibration. Thus
from eq. (7) the variation in shock velocity is

(A”s/“s)szor unk = [(Ad/d)z + (At'{r)mmsil2 ¥ (Af/f)zcnlib]v 9

where Ad/d is the thickness variation error, (A#/f)yansic 1S
the transit time error and (A#f)ep 18 the streak camera
calibration error.

The variation in the coating thickness for vacuum
deposition is given by

dildy =1 + (x/h)*T2, (10)

where dj is the deposited thickness at the centre and 4, is
deposited thickness at the target boundary of dimension
254 mmx25.4 mm. In the coating unit x=12.7 mm
from the centre of the target whereas the height of the
target from the source was £ = 100 mm. Thus the depos-
ited thickness has a variation of * 0.05 pm for Cu. Streak
camera used in our experiment has a temporal resolution
of ~ 5 ps for the streak rate of 15.62 mm/ns. Therefore for
streak camera calibration error (A#/f)eyp of ~0.3% and
the transit time CCD pixel value of ~3.2 ps, the error in
pressure for Al (reference) is calculated to be ~* 5%
from the relation

(APIP)er = V[4(Augug) er, (11)

whereas the error in pressure for Cu as per eq. (6) is
~% 9.3%. The calculated errors in shock velocity, particle
velocity and pressure for Al and Cu are shown in Table
1

The technique established earlier to determine the EOS
of Au using impedance matching technique is used here
to successfully determine the EOS of Cu between
8—11 Mbar pressure. The shock and particle velocities
obtained in Al and Cu compare well with the reported re-

CURRENT SCIENCE, VOL. 85, NO. 6, 25 SEPTEMBER 2003

sults of SESAME®. The Hugoniot curve constructed for
copper from experimental data also shows good agree-
ment with the theoretical data available in LASL data
book™. The value of (a, b) constants = (0.3933, 1.50) as
per eq. (1) also compares well with the LASL data of
(a, b) =(0.3933, 1.51). The simulation results obtained
using first principle model calculations corroborates well
with the experimental results. A pressure enhancement of
~1.67 predicted by the simulation results of one-
dimensional radiation hydrocode MULTI also compares
well with the experimentally obtained pressure enhance-
ment value of ~1.66. From the error analysis we can say
that our shock velocity measurement points are fairly in
good agreement within the error limit of £2.4% for Al
and #6.9% Cu. Thus our shock pressure values deter-
mined in the present experiment are correct within the er-
rors of £5% for Al and % 9.3% for Cu, using impedance
matching technique. The direct drive method using opti-
cal smoothing technique such as random phase plate or
phased zone plate produces a flat laser spatial profile. In
the present experiment no attempt was made to achieve a
flat shock profile. However, the optimum foil thickness
of 5 pum for Al helped in minimizing the pre-heat effects
due to hard X-rays®'. Further the laser intensities are well
within the limits beyond which hot electrons may also
lead to pre-heat effect.
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Geochemistry of high-Mg mafic dykes
from the Bastar craton: evidence of
late Archaean boninite-like rocks in
an intracratonic setting

Rajesh K. Srivastava® and R. K. Singh

Department of Geology, Igneous Petrology Laboratory,
Banaras Hindu University, Varanasi 221 005, India

Mafic rocks of varying petrological and geochemical
characteristics are exposed in the Bastar craton in the
form of dykes as well as volcanics. Two sets of sub-
alkaline mafic dyke swarms are well-recognized. The
older set of sub-alkaline mafic dykes is middle Ar-
chaean, whereas the younger set is Palaeoproterozoic
in age. In the present communication we report an-
other set of mafic dyke swarms, which is also exposed
in the southern part of the Bastar craton and has en-
tirely different geochemical characteristics. This set of
dyke swarms is intruded into granite gneisses and is
late Archaean in age. Geochemically, these dykes
contain high silica (>52%) and magnesium (~12%)
and low titanium (<0.5%), classified as boninite.
Phanerozoic boninitic rocks occur exclusively in con-
vergent margin settings and are rarely seen in Pre-
cambrian terrains. In this respect, occurrence of such
rocks in Bastar craton may have important tectonic
implications. This communication presents prelimi-
nary results on petrological and geochemical charac-
teristics of these high-Mg mafic dykes.

*For correspondence. (e-mail: rajeshgeolbhu @ yahoo.com)
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THE Archaean Bastar craton comprises a vast tract of
granitoids and mafic rocks of different petrological char-
acteristics, supracrustal rocks and unmetamorphosed late
Proterozoic sedimentaries'™. The Bastar craton is
bounded by NW-SE trending Mahanadi and Godavari
rifts, ENE-WSW trending Narmada—Son rift and Eastern
Ghats Mobile Belt* (Figure 1). These rifts are supposed
to be ancient and probably existed since the Archaean
time*®. Existence of these rifts in central Indian craton
since the Archaean time and regional geology, including
metamorphism3 and distinctive sedimentary recordsm,
suggest the existence of a stable continental rift environ-
ment in the Central Indian craton®",

Mafic igneous rocks of Precambrian age are a common
feature that occurred in almost all the Archaean cratons
of the globe, including the Indian Shield and provided
valuable information on the role of crustal evolution®'*
', The Archaean Bastar craton manifested several epi-
sodes of mafic magmatism, which include mafic dyke
swarms and mafic volcanics**™. Although few earlier
workers have reported mafic dykes of different nature
and age in this craton, little was known about their geo-
chemical characteristics before the work done by the pre-
sent authors. We have recognized two distinct mafic dyke
swarms of sub-alkaline nature in the southern part of the
Bastar craton™". The middle Archaean older set of sub-
alkaline mafic dykes is metamorphosed under amphibo-
lite facies conditions and shows low-Ti (~ 1.7%), low-Fe
and moderate-Mg (~ 6%) geochemical characteristics. On
the other hand, the younger set, of sub-alkaline mafic
dykes which is Palaeoproterozoic (~1.8 Ga) in age, is
fresh and shows comparatively different geochemical
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Figure 1. Major cratons and structural features of India’. Major
structural features are: 1, Small thrusts in western Dharwar craton; 2,
Eastern Ghats front; 3, Sukinda; 4, Singhbhum; 5, Son Valley, and 6.
Great Boundary fault. EGMB, Eastern Ghats Mobile Belt.
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