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IWAVE: an ocean simulation model
for internal waves

G. V. Krishna Kumar* and P. Balasubramanian

Naval Physical and Oceanographic Laboratory, Thrikkakara,
Kochi 682 021, India

Effective usage of scarce resources (ships, instruments,
etc.) requires a coherent and rational approach to de-
velop any underwater system. One of the important
tasks towards achieving this is to simulate the perform-
ance of the proposed system under all oceanic conditions
before it is being developed. Internal waves (IWs) play
a major role in ocean thermodynamics, underwater
acoustic transmission, etc. In order to understand the
behaviour of IWs and their role in various physical
processes in the ocean, we have developed an IW
model, IWAVE based on the Garrett-Munk modal
spectrum. In this communication we present detailed
implementation procedures of the model and also a
technique to solve the eigenvalue problem accurately.
An algorithm based on central finite difference and QR
techniques was implemented to find the eigen-wave-
numbers and modes (dispersion relations). IWAVE
simulates temperature and salinity (estimated sound
speed also) structure due to IWs in the ocean. Experi-
ments were conducted to validate the model off the
west coast of India. Variances of the measured and
simulated sound speed are in good agreement.

Keywords: Dispersion relation, GM model, internal
waves, simulation, validation.

IN a stratified medium, a fluid parcel displaced from its
equilibrium level experiences a restoring force propor-
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tional to reduced gravity and the disturbance propagates
in the form of an internal wave (IW). IWs are a ubiquitous
feature in both deep and shallow waters. They induce ver-
tical motions in the water column, which changes the
temperature and salinity (sound speed) at a fixed depth and
the variations are proportional to the energy of the IW as
well as the density gradient. This has significant impact
on the underwater acoustic transmission. Efforts to quantify
and predict the impact of IWs on acoustic transmission
have been made by several authors over the last few dec-
ades' . In the recent past some studies were done on IW's
in the seas around India, utilizing the time series meas-
urements from stationary ships and from moored oceano-
graphic buoys. However, these measurements cannot give
a true frozen field of the IWs to accurately estimate the
effect of these waves on acoustic transmission. Due to the
lack of understanding of the physical processes associated
with IWs, a true dynamical model of the oceanic IWs is
not currently possible. Thus the effect of the IW field on
acoustic propagation has to be predicted using statistical
simulations of probable IW characteristics. Hence we
have developed an IW simulation model (IWAE) to study
the impact. Often the sonar operator has little or no in-
formation (data) about the prevailing environment; the
model was developed keeping this in view. IWAVE
simulates a background IW field and calculates the result-
ing sound speed structure as a function of range, depth
and time and makes no attempt to simulate internal soli-
tons or other oceanographic features.

Using the equations of momentum and continuity in a
stratified ocean, under certain assumptions (incompressible,
no horizontal density gradient, small or no mean shear
and horizontal isotropy), a modal solution for IWs can be
derived. The exact dispersion relation for the IWs in the
density stratified rotated ocean is a solution of the eigen-
values problem give by Gill®:

d*w,, ; 2()—w?
d(D,zj (Z) +k2 |:N (Z) ® :|W(D’j (Z) _ 0’ (1)
z

where H is the depth of the water column (range-indepen-
dent, i.e. flat or slowly varying), ® is the IW frequency
(i.e. frequency at which solutions are sought), fis the in-
ertial frequency which depends on the rotation rate of the
earth (angular frequency Q) and the latitude @ ( f= 2Qsin®),
and N is buoyancy frequency (depth-dependent), defined

by
1/2
N(2) = [—%d—p] , )

where g is the gravitational acceleration and p the mean
density of the medium. IW frequencies ® are limited to
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the range between inertial frequency f at the lower end
and maximum buoyancy frequency Ny, at the higher
end. Solving this equation using the boundary conditions
W, (0) = Wy, {H) = 0 provides the modes of the system.
These modes oscillate only in the region of the water col-
umn, where the IW frequency ® is smaller than the buoy-
ancy frequency N(z). Outside this region the solutions are
evanescent (i.e. exponentially decreasing). Each frequency
® has its own set of depth-dependent vertical modes
W (z), where j indicates the number of the mode. There-
fore, the vertical displacement of the linear IW field can
be expressed as a combination of plane waves as a
weighted double sum over mode number j and frequency
o of the form:

Jm

(x,z,1) = A((D,j)W -(z)ei[k‘”'jx ' ]d(D, 3
®,J
=1

o ey 2

J

where A(w, j) is the jth mode amplitude associated with
the Garrett-Munk (GM) spectrum, k; is the corresponding
wave number, x is the range, ¢ the time and Wy is the
phase. A(®,j) is a zero mean Gaussian random variable
weighted with the GM spectrum described below.

In a series of publications during the 1970s, Garrett
and Munk have formulated an empirical model of the IW
modal spectrum based on experimental observations’ .
The GM model incorporates more observational data than
any other model and has also been widely accepted by the
scientific community worldwide. The following assump-
tions were made either explicitly or implicitly in the deriva-
tion of the GM model, i.e. linear, no mean shear, flat (or
slowly varying bottom), horizontally homogeneous (or
slowly varying) density field and a random IW field. The
GM spectrum is based on a distribution of energy over
modes and frequencies. The distribution of energy over
modes (discrete) and the distribution of energy over fre-
quency (continuous) are independent of each other. The
resulting energy is the product of these two terms and an
overall energy parameter.

A(®, j) in eq. (3) is expressed in terms of the GM spec-
trum?:

I 1/2
Alw, j) = ler(m)H(j)IN(z) dz] , 4
0

where r (320 m”cph is suggested for deep waters) is an
energy parameter which depends upon season and loca-
tion. The GM model assumes that the distribution of energy
over modes is based on an infinite number of modes. How-
ever, eq. (1) can be solved for a finite number of modes
only. Also experimental results have confirmed that the
first few modes account for 98% of the total energy.
Therefore, using finite number of modes without any
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modification to the GM model will ignore the energy in
the higher order modes. Hence the parameters B(®) and
H(j) of the GM model are modified accordingly'® and are
given by:

N,
y
B(®w)=—fF——, B(w)dw =1, &)
To\o” - f° !
2 2-f M
HG=-L D Y Gg=t ©)
=1

_r -
Y (Pt
=1

M and Hy(j) are introduced to indicate the finite number
of modes. If few modes are used, the relative energy dis-
tribution between the lower order modes changes signifi-
cantly. To correct for this effect, the modal bandwidth
parameter j. is chosen'® to depend on the number of
modes M.

1forM <2
2forM =3 N
3forM >4.

Je=

J« has the effect of increasing the proportion of energy in
the lowest mode(s) when M is small. This ensures that the
relative energy distribution between the first few modes
changes only little. P is called the modal slope parameter
and a value of 2 is used in our model.

The vertical displacement &(x, z, ) given by eq. (3) is
modified by a sum over a finite number of modes and
frequencies. We define a finite (fifteen frequencies) set of
frequencies between the inertial frequency f and the
maximum buoyancy frequency N, These frequencies
are chosen equally distributed on a logarithmic scale. For
each frequency eq. (1) is solved for a number of M modes.
Modes are denoted by W, ;(z). The maximum number of
modes depends on the depth H of the water column.
Therefore, we choose M, the maximum number of modes
suggested in the Elliot and Jackson'', as

2forO0< H <25m

3for25<H <100 m
M= )
4for100< H <250 m

5 for H 2250 m.

The above mentioned scheme assumes that the first few
lower order modes account for 98% of the total energy in
the shallow waters. However, eqs (7) and (8) may not
hold good for all the seasons and sites, but rather work as
a guide since the parameters j«, P and the number of modes
are site and season-specific. This needs to be checked and
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calibrated for the Indian Ocean region. Thus knowledge
of these parameters at the simulation site improves the re-
liability of the simulations. The integral over frequencies
was approximated by a sum and e e approximated
by sin(kg,;x—of). Then one can obtain an expression for
the vertical displacement as a function of range, depth,
and time as:

l(ku),j

Noiax M (@)

Exann=Y Y A, )W, (2)sin(k, ;x—0)VAo.
o=f j=I1
©)

The term +/A® comes from the approximation of the in-
tegral by a sum.

A numerical method has been developed for calculating
the dispersion relations, which must be satisfied for the
free propagation of internal gravity waves. The dispersion
relations are required in any simple mathematical treat-
ment of the waves produced by a disturbance in the fluid.
Dispersion relations essentially describe how a complex
waveform may be developed. These waveforms might be
generated by a number of mechanisms and can be expressed
mathematically as an infinite sum of basic free waves.
Determination of the dispersion relations in any given
environment is thus a desirable computational step in the
mathematical description of any wave field, which might
be expected in that environment. We now describe a nu-
merical procedure to obtain the dispersion relations.

By solving eq. (1), one can obtain the exact dispersion
relations of the IW field. In eq. (1) we assumed that the
temporal frequency ® (both frequency and wavenumber
are unknown) is known and attempted to find a discrete
set of spatial wavenumbers k as eigenvalues for each fre-
quency. The eigenvalues (k is a spatial wavenumber in
rad/m) and eigenvectors (modes) depend upon the water
depth H (m), buoyancy frequency profile N(z), inertial fre-
quency f (rad/s) and frequency ® (rad/s). The IW modes
W(z) satisfy the eigenvalue problem given by eq. (1)
along with the boundary conditions. The IW modes are
normalized so that

H 2 2
I[MJW’ (W, (2)dz =3 (10)

2 2
ol o —f

The weight function (N*(z)—0*/®? - f?) which multi-
plies the eigenvalue in eq. (1), can be both positive and
negative depending on the buoyancy frequency profile
and the frequency at which the equation is being solved.
Therefore, conventional methods like shooting (especially
in estimation of eigenvectors) can lead to instabilities and
failure. Hence an alternative numerical scheme which is
robust and reliable has been worked out'?.

A finite difference approximation of the eigenvalue prob-
lem in eq. (1) is obtained by dividing the interval [0, H]
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into N parts of size Az = H/N. Equation (1) can be written
as:

d’W(2)
2

AL ()W()=0, 0<z<H,

(1)

dz

where W(0) = W(H) =0, b*(z)= (N*(2)-w’ /0’ -f?),
and A=k’ Then by defining b =b>(nAz) and W, =
W(nAz) for n =0, N and applying three-point central dif-
ferencing to eq. (11), one can obtain

[W, +2W, =W, 1=AAZh; (W, n=1,...N, (12)
where W, = Wy=0 (boundary conditions). A matrix
equation of the form AW, = A,W,, is obtained from the
eq. (12). Here A, is the mth eigenvalue of A, W,, is the
N x 1 eigenvector approximating the mode function, and
A is the N x 3 non-symmetric tridiagonal matrix. The di-
agonal entries in the tridiagonal matrix A are A;;=
(—2/bi(Z)AZ2), i=12,..,n, while entries in the super-
diagonal and subdiagonal are A, = (/b (2)Az%),
i=1,2,.,n—1, and A, =(/b(DAZ),i=12,.,n res-
pectively.

Matrix A is non-symmetric and also not positive definite.
The eigenvalues and eigenvectors are found using the QR
technique, which is robust and stable. The eigenvectors
on the depth grid are found and normalized using eq. (10)
to obtain IW modes.

The numerical procedure for calculating dispersion re-
lations described earlier has been compared with the ana-
lytical solutions to check the reliability of the algorithm.
Since the constant buoyancy frequency case possesses an
analytical solution, stability and accuracy of the above
mentioned numerical scheme has been checked against
the same. Analytical solution of the eq. (1) with rigid lid
approximation for a constant buoyancy frequency is given

by:

W, () =sin (%Z] =1\, (13)

For a given frequency ® the dispersion relation gives the
eigen-wavenumber kg,

_nn |0 - f°

= ) 14
AN o (14)

®, ]

Comparisons have been made for internal tide case
(0.0805 cph) where buoyancy frequency is 15 cph, iner-
tial frequency is 0.0141 cph and bottom depth is 50 m.
Dispersion relations were estimated for the first ten
modes. The difference between the analytical and numerical
eigen-wavenumber is given in the Table 1. It is apparent
from the table that numerically estimated values match
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well with the analytical ones. The error increases with in-
crease in the mode number; however, the percentage of
mismatch for the 10th mode is only 2. Comparisons be-
tween analytical and numerical results have been done for
the eigenvectors also. It is evident from Figure 1 that the
match between analytical and numerical results is excellent.
Comparisons at higher frequencies also show an excellent
agreement between the analytical and numerical values.
Vertical velocity structure of the IWs can be used to
calculate the time dependent sound speed structure at a
regular grid (x, z, ) by the particle tracking method sug-
gested by Jackson and Elliott'®, and Elliott and Jackson''.
Jackson and Elliot'® have compared different algorithms
for estimation of temperature and salinity and concluded
that the particle tracking method works well and it can be
implemented with relatively simple code than the time-
stepping advection model. Hence we have chosen to im-
plement the particle tracking method in our model also.
In this method the initial temperature and salinity profiles
were represented by a set of equally spaced water particles,
which were allowed to move in response to the vertical

Table 1. Errors in numerical eigenvalues for internal tidal frequency
Mode no. Analytical Numerical Error
1 0.1902 0.1902 0.0000
2 0.3804 0.3802 0.0002
3 0.5706 0.5698 0.0008
4 0.7608 0.7588 0.0020
5 0.9511 0.9471 0.0040
6 1.1413 1.1345 0.0068
7 1.3315 1.3208 0.0107
8 1.5217 1.5057 0.0160
9 1.7119 1.6892 0.0227
10 1.9021 1.8710 0.0311
0
@  Numerical
Analytical
£
£ 20
=
=
o
O
A i
40 —
T | T
-1.0 0.0 1.0
Normalized mode amplitude
Figure 1. Comparison between analytical and numerical solutions for

the first three modes at tidal frequency.
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velocity field associated with the IW modes. Each parti-
cle retained its initial temperature and salinity, and the
vertical structure of the water column at a future time was
found by interpolating the particle back to the initial grid.
The boundary condition as specified above was used at
the surface and bottom. The temperature at grid points is
obtained by linear interpolation between the particle depths.
The resulting temperature values are used to compute the
sound speed realizations. However, the disadvantage of
this scheme is that particles near the surface (or bottom)
may have amplitudes due to high frequency/vertical wave-
number modes, which would cause them to move above
the surface (or below the bottom).

One of the requirements for the IW model was that it
should need a minimum of input data. As demanded, the
model needs a single temperature and salinity profile, an
energy level, latitude, and range and timescales for the
output sound speed fields. In order to validate the model
an experiment was conducted off the west coast of India,
in shallow waters, for two days on 7 and 8§ May 2002.
Two stations were chosen on 7 and 8, where the station
depths are ~32 and ~50 m respectively. CTD yo-yo casts
were taken for 3 h on 7 May 2002 at 5 min interval and
for 1 h 50 min on 8 May 2002 at 5 min interval. Shallow
water experiments off Porbandar allow a comparison to
be made between the measured and simulated sound speed
perturbations due to IWs. We choose to present sound
speed profiles rather than temperature and salinity because
of their direct utility in sonar range prediction models.
Comparisons were done only in the time domain, since
we do not have measurements in range. Each time the
model has been initialized with the first profile as shown
in Figure 2. A total of 36 and 22 profiles are presented in
Figure 3a and b respectively. In each case the initial
sound speed profile has been subtracted from each subse-
quent profile.

0
10 —
— —
g 20
£ -
oy 30 —
a
40 —
50 I|I|I|I|I I|I|I|I||
25 26 27 28 29 30 36 37 37 37 37 37
Temperature (°C) Salinity (psu)
Figure 2. Initial temperature and salinity profiles used in internal

wave simulator. Dashed line 7 May and solid line 8 May.
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It can be seen from Figure 3 that all the variability in
the measured profiles from top to bottom could not be re-
produced by the model. However, a general level of sound
speed variability could be reasonably well modelled, par-
ticularly in the thermocline region where IWs are present.
From the measured and simulated sound speed variations,
a covariance matrix'>'* was constructed to compare the
variance. The diagonal of the covariance matrix is the
sound speed variance G°. Figure 4 shows variance as a
function of depth for the two experiments. One finds that
the sound speed variance calculated by IWAVE is in
good agreement with the data, except near the surface on
7 May and between 25 and 30 m on 8 May 2002. Devia-
tion at the surface layer on 7 May is due to other pheno-

Observed Simulated
a o ‘ 0
-5 i 5t i
-10 1 -10f R
£
e’
S 15 1 st :
=
]
a
-20 1 -20F R
-25 1 25} R
-30 -30
-5 5 -5 0 5
(m/s) (m/s)
Observed Simulated
b o
5t
-10F
“15¢F
é-zo I
=
2-25¢
L
a
30F
35¢
40+
45¢
-5
(m/s) (m/s)
Figure 3. Comparison between measured and simulated sound speed

perturbations for the CTD yo-yo experiment off Porbandar. (@) 7 May
2002 and (b) 8 May 2002.
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a o ,' Measured b 0 1l —— Measured
B - - - Simulated 5 — ‘\ - - - Simulated
5 | - k4
g 10 —
I
)
10— 16 —:
£ 1. 20— %
= 15 — N - 1
§- 5+ -
20 — 30 — Ut
7 35 — -
25 — 7
40 4/
. _
30 T 45 T I T I T | T I T
0.00 025 050 0.75 1.00 00 05 10 15 20 25

Sound speed (m/s) Sound speed (m/s)

Figure 4. Measured and simulated sound speed variances. (a) 7 May
2002 and (b) 8 May 2002.

mena such as tides, etc. which are not included in the
IWAVE. Deviations, particularly between 20 and 30 m
on 8 May, are due to a sudden entrainment of cold and sa-
line waters into the experimental site. This signal disap-
peared within the measurement time. Deviations could be
attributed to the use of initial measured profile to initial-
ize the model, since it does not contain any information as
to the current state of the IW field (direction). Hence a
simulation of the measurement period has an added uncer-
tainty due to the use of random phases for each wave
component.

An ocean simulation model for IW (IWAVE) was deve-
loped and validated against the measurements. A new
technique was developed for calculation of dispersion re-
lations, which is fast and stable. The model simulates the
temperature and salinity structure due to IWs in the ocean.
Comparisons between the measured and modelled vari-
ances of the sound speed are in good agreement. One of
the main advantages of the IWAVE model is that it re-
quires little information on the prevailing environment,
but it serves as an effective and useful tool for understat-
ing the IW dynamics as well as the impact of these waves
on underwater acoustic transmission. However, parame-
ters such as j«, P and number of modes are site- and sea-
son-specific. Therefore, knowledge of these parameters at
the experimental site improves the reliability of the simu-
lated field. More experiments have to be conducted to
validate and also to estimate parameters like j« and P in
the model, to improve its reliability.
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Three-phase tectonic evolution of the
Andaman backarc basin

K. A. Kamesh Raju
National Institute of Oceanography, Dona Paula, Goa 403 004, India

A three-phase evolutionary scheme since Late Oligocene
for the Andaman backarc basin is proposed based on
the multibeam swath bathymetry, magnetic and seismol-
ogical data. A SW-NE trending spreading ridge bisects
the basin. The tectonic evolution of the Andaman basin
with special reference to the formation of oceanic crust
within the backarc basin encompassing the backarc
spreading, suggests a phase of ridge propagation. Swath
bathymetry data documented topographic fabric of
the ridge propagation and reveal several morphotec-
tonic features that divide the basin into a complex
western part comprising arc-parallel seamount chains,
N-S trending fault systems and a relatively smooth
eastern part. Spreading centre jump during Late Oli-
gocene, rifting and extension during Middle Miocene
to Early Pliocene followed by the recent true seafloor
spreading since last 4 Ma define the three-phase tec-
tonic evolution of the Andaman backarc basin. The re-
cent phase has experienced westward propagation of
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