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ABSTRACT

Change-point detection is the current researchable area for whole genomic studies and for

genomic investigations. To identify these change-points, several segmentation techniques

have been proposed over time. In order to identify segments in a genome, it is useful to 

identify intervals/boundaries between segments known as change-points. These change-

points can be identified as if they treated as outliers. Outliers in a data set are the observations 

which are significantly different from the rest of the observations. These outliers or anomalies

can be attributed to some measurement errors or some property of the data itself. Studying the

fluctuations over different segments also revealed the heterogeneity between consecutive

segments. Anomaly identification approach or influential places has been reported, and the

same has been studied in Cow genome data of chromosome 25. Furthermore, the observed

anomalies have been confirmed to determine whether or not they are true change-points. The

two-step technique resulted in the identification of change sites based on observed

abnormalities and is efficient in terms of calculation time and cost. The purpose of this study

was to identify anomalies in genomic data in order to establish the precise change-point at

which the data segment changed from the rest of the segments significantly. Relevant R

codes for data processing and for applied methodologies have been developed. 
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Introduction 

Change-point detection is the current burning area of whole genomic studies and genomic 

investigations. The whole genome of an organism can be represented by a linear or circular 

DNA molecule which further consists of a strand of the letters A(Adenine), T(Thymine), 

G(Guanine), and C(Cytosine). Over the last few decades, research has found that genomes 

often contain a wide range of distinct and diverse properties, which can all be referred to as 

the organism's "blueprint". Regulatory sequences, protein-coding regions, promoters, operons 

and other functionally essential features of genomes have been discovered in recent decades 

via studies. Others, such as horizontally transmitted areas, prophages, repetitive sequences, 

and so on, have evolutionary relevance.  

 

As the DNA sequence is not uniform, so the statistical features of DNA sequences are often 

distributed unevenly throughout the sequence. In some locations, there exist strong signal like 

in protein coding region, whereas low signals obtained from the non-coding region. In the 

genome, there exist dinucleotides (CpG islands) in low and high numbers, which depict 

different meanings. In computational biology, segmenting sequential genomic data based on 

location is a prevalent problem. Several segmentation techniques have been proposed over 

time. In order to identify segments in a genome, it is useful to identify intervals/boundaries 

between segments known as change points. 

 

Many new segmentation algorithms have recently been developed to break a genomic 

sequence computationally into pieces based on predefined structural and functional factors. 

Change-point detection has long been used to study DNA sequences for a variety of 
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purposes. Segmentation methods for categorical variables, for example, have been developed 

to find patterns of gene prediction
1
. Amplification, mutation, and deletion of genomic regions 

have been identified using the point-of-change technique
2-3

. Finding transcription units like 

expressed vs. unexpressed loci
4
 or operons

5
 is difficult. Data from multiple time intervals, 

tissues, and cell types are segmented to compare changes in genomic organization. 

 

There are numerous segmentation methods for genomic characteristics and time-series data
6-

7
. The majority of the work was done with simulated or cancerous data. However, research on 

genuine molecular data is uncommon. The segmentation issue involves separating an ordered 

series of genomic data into uniform, roughly constant intervals and has swiftly acquired 

popularity in computational biology. Genomic activity and gene regulation were earlier 

studied using segmentation methods on genomic, transcriptomic, epigenomic and proteomic 

datasets as input. Due to the widespread availability of genomics datasets, the number of 

segmentation methods employed has expanded recently.  

 

Many genomic investigations, such as the detection of copy number variations or the 

discovery of transcribed areas, encounter change point difficulties. Change-points can now be 

located at the nucleotide resolution because of the advancements in Next Generation 

Sequencing methods. Knowledge of the precise positions of many change sites in genomic 

sequences is useful for various biological functions. In the case of piecewise regression 

models, a filtering solution for the sequential multiple change-point identification problem
8
. 

The resurgence of regression analysis recently coincided with the tremendous advancement 

of genetic engineering
1,9,10,11

.  
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An outlier response or a sequence of trials over time or a change in location might cause an 

anomaly in genetic data. Although various statistical approaches for identifying outliers have 

been published, identifying actual outliers remains difficult, especially in high-dimensional 

genomic data. This paper offers an effective method for finding anomalies in whole genomic 

data. 

 

Outlying observations, also known as influencing observations, can have a destructive or 

constitutive effect on the correct functioning of an organism. The detection of influential 

observations using a linear regression approach has been a popular study topic
12-15

. Cook's D, 

DFBETA, DFFITS, Grubbs' test, Dixon's test, Rosner's test, Atkinson's Ci, and COVRATIOi 

are some of the most commonly used measurements for this
16

. Cook's D is one of the most 

commonly used measures for detecting outliers using a linear regression technique
17

. 

However, distinguishing actual outliers from non-outliers remains difficult, especially when 

dealing with high-dimensional genomic data. The most difficult part of dealing with outliers 

is differentiating mild outliers from regular observations and disguising actual outliers
18

. 

 

The major purpose of this work is to find the point where actual changes take place in a 

genome or, one can say to find anomalies and their exact location present in the genome, 

which may be responsible for several functions in the genome. Functions may be disease-

causing or for vital action performance. In this study, we were interested in finding the point 

of the segment which behaves significantly different with respect to the rest of the genomic 

sequence. 

 

2. Materials and Method 

2.1. Data Descriptions 
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For this work, the Bos taurus (Cow) genome data has been considered. Data initially were 

taken from Bos taurus genome from National Centre for Biotechnology Information (NCBI), 

Genome database. The genome of B. taurus is believed to be 3000 MB in size, and it is 

arranged into 29 pairs of autosomes and two sex chromosomes, according to current 

estimates. The chromosomes of cattle are acrocentric. The chromosome used here for study is 

the smallest one i.e. chromosome number 25. Fasta file was downloaded for Chromosome 25, 

with accession number NC_037352.1. The size of the genome under study is 42.35 Mb. 

Details of that chromosome is given in the table below. 

 

Table 1: Details of Chromosome 25 

Type Name Accession No. Size (Mb) GC% Gene 

Chr 25 NC_037352.1 42.35 47.1 1006 

                

Variables were chosen for study based on a few studies in recent years to know the actual 

change point present in genomic sequences. Previously, studies were made on human or 

simulated data to understand the relations between CNV and Gene expression
19

, integrated 

study of SNP, CNV and gene expression in genetic association studies were made
20

. All the 

variables chosen signifies for specific properties and interest is to know about their 

correlation and effect on each other over the entire genome. 

 

The variable considered for the study is GC content of the entire genome. GC content is also 

called as G+C ratio or GC ratio. From Fasta file, GC content is extracted by using R-script 

and the formula followed for this is [G+C/(A+G+C+T)]. CpG island, CNV and SNP were 

initially also considered for study, but these variables have many zero values in a given 

segment, which makes no sense for finding an outlier or an anomaly in a given segments. 
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Therefore, GC content is considered for studies. Besides this reason, the main reason behind 

GC variable is taken for studies because it explains and provides information about the 

expression levels of genes, thermostability of genes, active transcription, bendability of DNA, 

B-Z transition.  

 

Data preparation was done using R software. Initially, GC content of 1000 consecutive 

nucleotides sequence was taken and called as one region, then next region is considered from 

1001 to 2000 and so on. Total resulting in 42350 regions with respective GC content formed 

for chromosome number 25 of Bos taurus. This data is plotted with the help of a graph with 

respect to their quartile value. Summary statistics were obtained using R software, and the 

summary statistics of 1
st
, 2

nd
, 3

rd
 quartile for GC data is given in Table1.  

 

                       Table 2. Summary statistics of the GC data used for the study 

Statistic GC 

Minimum 0.2122 

I
st
 Quartile 0.4154 

Median 0.4565 

Mean 0.4705 

3
rd

 Quartile 0.5115 

Maximum 0.8559 

 

2.2 Methodology 

Anomalies or outliers in statistics are data points that differ greatly from other data points, as 

the name implies. That is, data values that appear to be out of phase with other data values, 

generate disruption in the dataset's broad distribution. When the number of observations is 
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minimal and one-dimensional, it is much easier to spot it. When there are thousands of 

observations or multi-dimensions, such as in genomic data, more precise and reliable ways of 

locating those values are required. 

 

Anomalies in a dataset can have a wide range of consequences for the data. The fact that the 

data is skewed is one of the most significant consequences, as it alters the general statistical 

distribution of data in terms of mean, variance, and other properties. Apart from that, it could 

imply a bias in the data used in the analysis. Anomalies might develop as a result of the event 

being studied's inherent unpredictability. Anomalies are frequently eradicated in specific 

domains since they are the result of a defective technique being used. Anomalies, on the other 

hand, are retained in some areas because they may contain useful information, and their 

removal may result in the loss of sensitive data. 

 

The goal of this work was to find anomalies in genomic data in order to pinpoint the specific 

time at which a data segment diverged considerably from the rest of the segments. 

 

A number of techniques, ranging from simple descriptive statistics (such as minimum, 

maximum, histogram, boxplot, and percentiles) to more formal techniques like the Hampel 

filter, Grubbs, Dixon, and Rosner tests, and Cook's statistics, are available to find out 

anomalies in a dataset. These methods have significant drawbacks, such as Cook's statistics, 

which are only applicable to regression models and not to univariate time series data. Cook's 

statistic was therefore not used to detect anomalies. The literature on outlier detection for 

univariate data included the Helmet filter, Grubb's test, Dixon test, and Rosner test. The 

Hampel filter method only returns a single outlier value for the entire data set, which is 

insufficient for huge genomic data sets. Grubb's test had a flaw in that it only detected one 
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outlier at a time, and it was either a greater or lower value of data, which was inconsistent 

with the current study. The Dixon test is akin to Grubb's test for determining if a single low 

or high result is an outlier. If more than one outlier is discovered, the Dixon test must be done 

on each one separately. When the sample size is small (n 25), it comes in handy. The Rosner 

test is designed to limit the effects of swamping and masking, where an outlier with a similar 

value remains undetected. The Rosner test, unlike the Dixon test, works best when the sample 

size is big (n>20). 

 

Due to the closeness in data types, the time series method of anomaly identification is applied 

here to discover anomalies because genomic data is location-specific and ordering is 

significant. Anomalies detection in time series data is based on the decomposition of time 

series data into the trend, seasonal, and residual components. Because both genomic sequence 

and time series data are position-specific, they are similar.  

 

Let yt represent the observation at the t
th

 place and the additive decomposition can be stated 

as follows: 

 

yt = Tt + Rt                …(1) 

 

Here, Tt is the trend-cycle component, and Rt is the remainder component.  

 

The idea is to first remove any trend (Tt) in the data and then find outliers in the remainder 

series (Rt). In genomic data, the effect of change in position is less as compared to 

changing trends with the season in time series data, so additive decomposition is used 

here. Strength of St is measured using: 
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                                                                                        …(2) 

If 6.0Fs  adjusted series calculated tt

*

t Ŝyy   whereas if 6.0Fs  or if the sequence 

is less frequent, we use t

*

t yy  . The final anomalies are estimated by the given equation 

t

*

tt T̂yR̂  . Anomalies are identified by using tR̂  values and finding interquartile ranges 

from them. If Q1 denotes 25
th

 percentile and Q3 denotes 75
th 

percentile of the remainder 

values, then the interquartile range is defined as  

IQR= Q3 - Q1                                                                                                                                   …(3)       

 

Observations are labelled as outliers/anomalies if they are )IQR(3Q1   or )IQR(3Q3   

(Tukey,1977). If the remaining values are normally distributed, then the probability of an 

observation being identified as an anomaly is approximately 1 in 427000. This adopted 

method of time series is given in an R-package "forecast", which can be used to detect 

multiple outliers in a time series data. 

 

An obvious question in the current study is, are these outliers/anomalies actual change points 

or not. First, the distribution of data was tested using Anderson-Darlings test and found to 

have a low p-value. To validate it further, non-parametric Kolmorgov-Smirnov (KS) test was 

used. By using two-sample KS test, a comparison was made among consecutive segments 

with respect to the identified anomalies.   

 

Results and discussion   

The total size of Bos taurus(Cow) genome of chromosome 25 size was 42.35 Mb , whose GC 

content of 1000 consecutive nucleotides resulted in 42350 regions using R-code. The 

distribution of GC content over different quartiles is presented in figure1 through a violin 
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plot. It is seen that quarter 4 has much-elongated distribution as compared to other quarters. 

A violin plot has been produced and shown in figure 1 to show the distribution pattern of the 

data pertaining to GC, over different quartiles. The data has a skewed distribution, as can be  

seen in figure 1. 

 

Fig. 1 Distribution of GC over different quarters Q1, Q2, Q3 and Q4 

 

The total number of anomalies identified are 27 as presented in Table 3. 

 

Table 3: Anomalies Identified along with their Position on Genome 

 

Anomaly No. Position  

1      38 

2   3174 

3   3350 

4   3484 

5   7775 

6 10473 

7 12983 
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8 13248 

9 15542 

10 16544 

11 16800 

12 16867 

13 20100 

14 20819 

15 21403  

16 21506 

17 22677 

18 23300 

19 25592 

20 26438 

21 27846  

22 28685 

23 29889 

24 30999 

25 35053 

26 37018 

27 42246 

 

The next step was to identify whether these anomalies are actually change-points or not. For 

this first, the data were checked for normality using Anderson-Darling Test. For the given 

data set, p-value obtained is < 2.2e
-16, 

which is very low and it signifies that data is not 

normally distributed. Hence, Kolmogorov-Smirnov Two-sample Test was used for testing 
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consecutive segments with respect to the identified anomalies. 25 anomalies out of 27 were 

identified as actual change points. The identified change points are presented in Table 4.   

 

Table 4. Change-points obtained using Kolmogorov-Smirnov Two Sample Test 

Change-Point Anomaly Position 

38 38 

3174 3174 

3350 3350 

3484 3484 

7775 7775 

10473 10473 

12983 12983 

13248 13248 

15542 15542 

16544 16544 

16867  16800 

20100 16867 

20819 20100 

 21403  20819 

22677 21403  

23300  21506 

25592 22677 

26438  23300 

27846  25592 
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28685  26438 

29889  27846  

30999 28685 

35053 29889 

37018 30999 

42246 35053 

 37018 

 42246 

 

The 25 change-points obtained through this two-step procedure are depicted in figure 2. This 

method has resulted in the identification of change-points based on anomalies detected and is 

efficient in terms of reduction in computational time and cost.  

 

As the data size is very large, the depiction of all points in a single figure was difficult to 

locate change points properly. To show these segments with more clarity in the plot, between 

two change points identified, the median value of all data sets was taken to represent a single 

value. This helps in getting a proper plot and a more insightful graph.   
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Fig2:  Segmentation based on mean GC content Chromosome 1 

 

Conclusion 

A change point in genomic data marks the boundary of two segments and hence identification 

of change points is the most common method of segmentation and the segments differ from 

each other with respect to statistical and biological properties. On the other hand, outliers or 

anomalies in a data are simply observations having significantly different values or properties 

compared to the overall dataset. Influential positions or Anomaly detection procedure has 

been described and the same has been investigated in Cow genome data. Further, the 

anomalies detected have been validated to know whether they are actual change-points or not.  

 

As discussed earlier, usual outlier detection procedures are not applicable for location-

dependent genomic data like cattle chromosome 25 GC data. Hence, time-series approach 

was employed here. Initially, 27 anomalies found in the data. Further, the anomalies detected 

have been validated to know whether they are actual change points or not. Out of 27 
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anomalies, 25 were change points using a two-sample KS test resulting in 26 segments. KS 

test is the most powerful non-parametric test accounting for the non-normal nature of the 

data.  

 

The two-step procedure has resulted in the identification of change-points based on anomalies 

detected and is efficient in terms of reduction in computational time and cost. Relevant R 

codes for data processing and extraction have been developed. 

 

Apart from location dependency, the large size of genomic data poses the main challenge in 

segmentation. The present study can be extended to multivariate scenario also. Due to the 

computational infeasibility of KS test in multivariate data, we propose to use Cramer's test, a 

powerful multivariate two-sample test
21-22

. Source code for our developed approach can be 

accessed from github repository (https://github.com/ArfaAnjum?tab=repositories). 
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